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Measuring the Efficiency of Private Commercial Banks using 

Financial Ratios and Slack-based DEA Approach: Empirical 

Evidence from Bangladesh 

 

- Nobinkhor Kundu 

- Sutapa Chowdhury** 

- Salena Parven*** 

 
Abstract 

The research of this study is to examine the experience of Private Commercial Banks' (PCBs') 

performance efficiency based on the financial ratios in their pursuit of financial efficiency. The research 

empirically explores efficient private commercial banks based on financial ratios employed in slack-based 

data envelopment analysis in Bangladesh. The secondary data was gathered from the annual report of thirty-

four PCBs, including twenty-eight conventional PCBs and six islami shariah-based PCBs, in Bangladesh for 

the year 2019. The best financial ratios of PCBs were determined using cross-section data for Data 

Envelopment Analysis (DEA). The findings indicate that the financial ratio efficiency score achieved by 19 

PCBs is 100 percent, with 12 PCBs scoring above 90 percent and the remaining three scoring around 90 

percent, 89 percent, and 87 percent. This study's analysis indicates that inefficient DMUs can move towards 

the efficient frontier in order to become efficient, and those DMUs with the most efficient financial ratios 

have the highest financial performance. 

Keywords: Bank Performance, Efficiency, Financial Ratios, Data Envelopment Analysis 

JEL Classifications: C14, G32, N25 

1. Introduction 

1.1 Background of the Study 

Bangladesh is a developing country with an impoverished banking system 

following its liberation, notably in terms of financial ratios (Kamarudin et al., 

2016). In recent years, private commercial banks (PCBs) have attempted to 

emulate the banking structures and government regulations implemented by 

                                                 
Nobinkhor Kundu is an Associate Professor, Department of Economics, Comilla University, Bangladesh 

and Ph.D. Fellow in Economics, Massey University, New Zealand, Email: kundunobin@gmail.com; 
**Sutapa Chowdhury is an Assistant Professor, Department of Finance, Comilla University, Bangladesh, 

Email: sutapachowdhury.cu@gmail.com and ***Salena Parven is an Executive, Mercantile Bank Ltd., 

Bangladesh, Email: salenaparven32@gmail.com. The views expressed in this paper are the authors’ own. 

The authors are thankful to the anonymous referees who considered the manuscript as well as BIBM. 

Bank Parikrama                                                                                                                                                                                                                                            

Volume XLVII, Nos. 3 & 4, September & December, 2022 (pp. 5-29) 5-30) 

 

 

Volume XLVI, Nos. 3 & 4, September & December, 2021 (pp. 5-30) 

mailto:kundunobin@gmail.com


 

 

 

Bangladesh Bank, the country's central bank. Bangladesh's PCBs' cost efficiency 

is critical for financial reform in the country's financial industry. Consider that 

costs, efficiency, and non-performing loans are the primary factors. The reasons 

for the lower performance are increased non-performing loans and increased 

costs, which are indirect indicators of poor corporate governance in Bangladesh 

(Mahbub et al., 2019). As a result of financial deregulation, bank costs have gone 

down, but having people with political connections on bank board member hurts 

efficiency. This means that not all Bangladeshi PCBs are operating at the desired 

level of efficiency (Robin et al., 2019). 

International banking transactions have been affected in the globalisation age 

as a result of the 2008 global financial crisis (GFC). In this regard, it should be 

noted that the PCBs of Bangladesh appear to be challenging the bank's financial 

ratios. Following the GFC, the banking industry experienced drastic changes but 

remained a financial intermediary for bank operations. Conventional and Islamic 

banks are still suffering due to the failure of the market, particularly in developing 

countries (Alexakis et al., 2019). Islamic banking outperforms conventional 

commercial banks in Bangladesh, and they also exhibit variances in inefficiency 

due to a variety of circumstances (Asmild et al., 2019). Indeed, we investigate 

PCBs' actual financial ratio positions and financial intermediaries' net positions, 

which indicate stability and risk-averse behavior post-GFC. 

The GFC demonstrated the critical role of regulation and supervision in 

maintaining a healthy banking sector capable of efficiently channeling financial 

resources into investment. International regulatory efforts have been concentrated 

on promoting the implementation of international capital norms and the Basel 

Core Principles (BCP)1 for effective bank supervision in order to improve bank 

operational efficiency (Ayadi et al., 2016). The Basel-III reforms are aimed at 

strengthening bank regulation, supervision, and risk management (Vazquez and 

                                                 
1 According to the Basel Committee (1997, 1998, 2006, & 2012), ''Basel-I was effective from 1988 to 2006, 

and the Basel banking regulatory committee established a new variable market risk in 1998. Following the 

global financial crisis of 2008, the majority of banks implemented Basel-II between 2007 and 2012, which 

included a new operational risk variable. Beyond that, between 2013 and 2019, Basel-III was implemented, 

introducing new variables such as liquidity risk, leverage, additional tier-1 capital, capital conservation 

buffer, and countercyclical buffer''. 
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Federico, 2015). We considered Basel's implementation in the banking sector and 

the impact of financial ratio risk on PCBs in Bangladesh. Furthermore, we want 

to emphasize that bank failure depends on the most critical financial ratio, non-

performing loans. Most crucially, the influence of Basel III is on the banking 

sector's performance in Bangladesh.  

In the case of Bangladesh’s PCBs, conventional DEA does not use input-

output ratios to determine the efficiency of a collection of decision-making units 

(DMUs). The fact that each DMU's efficiency distribution is represented by 

stochastic variables leads to efficiency scores that deviate from the mean 

efficiencies of the apparently real efficiency distributions calculated through 

simulation. DEA was discovered to be one of the most adaptable techniques 

employed in the financial sector. It allows each DMU to appear as favorable to 

its peers as feasible by letting each DMU select its variable weights or multipliers. 

DEA evaluated decision-making units' efficiency as well as simulation. The 

majority of DEA banking studies have concentrated on banks as institutions 

rather than on individual branches (Halkos and Salamouris, 2004). Moreover, 

DEA may recognize mention units for each DMU, which is a very important 

managerial tool because it assists in identifying potential reasons and curing 

inefficiencies. 

1.2 Objectives of the Study 

The purpose of the analysis is to assess the efficiency of the financial ratios 

of the commercial banking system in Bangladesh during the period 2019. In 

general, this research paper aims to investigate the significant effects of the 

financial ratios on the performance of private commercial banks in Bangladesh. 

To accomplish the aforementioned research questions, the study's precise 

objectives would be as follows. The objectives of the research are to  

(i) Identify the efficient private commercial banks based on the financial ratios 

employed in slack-based data envelopment analysis in Bangladesh.  

(ii) Examines the policy suggestions for achieving the financial efficiency of 

private commercial banks in Bangladesh. 
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The remainder of the paper is structured in the following manner. Section 2 

covers the current literature on the subject of the current investigation. Section 3 

describes private commercial banks' ratios performance in Bangladesh. Section 4 

contains data and methodology. Section 5 examines the financial ratios used by 

DEA to assess bank performance efficiency, including descriptive statistics. 

Section 6 outlines policy implications for achieving financial efficiency. The final 

portion discusses conclusions and limitations. 

2. Literature Review 

We examined the efficiency levels of conventional and Islamic banks that 

employed DEA by financial ratios. While the majority of these conventional and 

Islamic banks were scale-efficient, others were inefficient and operated at 

decreasing returns to scale (Rosman et al., 2014). According to DEA and 

stochastic frontier analysis (SFA) with financial ratios, conventional banks were 

more efficient than their Islamic equivalents in 18 OIC (Organization of Islamic 

Conference) nations during the GFC (Mobarek & Kalonov, 2014). The link 

between risk, capital, and efficiency is examined using SFA for Islamic and 

conventional banks. For conventional banks, greater cost efficiency correlates 

with decreased risk, but the opposite is true for Islamic banks (Saeed et al., 2020; 

Safiullah & Shamsuddin, 2020). In general, an Islamic bank is less technically 

efficient than a conventional bank. 

Under the assumption of unit homogeneity, DEA measured selected input-

output variables and weights, and analysed pitfalls and protocol (Dyson et al., 

2001). DEA is a widely used technique for determining the financial ratios of the 

relative efficiency of homogeneous decision-making units (DMUs) (Ablanedo-

Rosas et al., 2010; Cook et al., 2014; Zahedi-Seresht et al., 2021). The DEA 

model is examined in its primal and dual forms, as well as in single-stage and 

two-stage approaches (Green & Doyle, 1997). A two-stage dynamic network 

DEA approach in Taiwanese banks is created for measuring the performance of 

operational units concurrently (Yu et al., 2021), the Chinese commercial banking 

system is improved (Wang et al., 2014), and the resultant efficiency scores are 

calculated using a modified Slacks-based DEA model (Paradi et al., 2011). For 

the first time, the slacks-based DEA model is used to aggregate the efficiency 

8       Bank Parikrama 



 

 

 

scores (Paradi & Schaffnit, 2004) and operating unit performance: production, 

profitability, and intermediation (LaPlante and Paradi, 2015). 

The combination of a slacks-based measure of DEA, which finds peer-based 

standards for ratio analysis (Bar et al., 1993), and a modest profitability efficiency 

model, emerges as the most significant explanation for the variation in financial 

ratios (Avkiran, 2011). In the post-GFC period, the profit efficiency of 31 

commercial banks operating in Bangladesh was determined using the Slack-

based DEA approach. The market concentration is significantly unfavorable for 

SCBs but good for PCBs (Kamarudin et al., 2016). Numerous scholars have 

examined PCBs' performance efficiency of financial ratios by using the DEA 

model (e.g., Barr et al., 1993; Dyson et al., 2001; LaPlante and Paradi, 2015; 

Avkiran, 2011; Rosman et al., 2014). 

Worldwide, economists are considering the aftermath of the terrible GFC, 

and emphasis has shifted to Islamic banking and finance as a possible alternative 

model to the demise of major Middle Eastern and Asian banks (Rosman et al., 

2014) and Turkish banks (Sahin et al., 2016). The Malmquist productivity index 

is used to compare the performance and productivity of Islamic and conventional 

banks in the GCC group of countries (Alexakis et al., 2019), the European 

banking system (Degl'Innocenti et al., 2017), and Taiwan's commercial banks 

(Lin, Hsu, and Hsiao, 2007). As an incentive program, the government has 

initiated financial reform packages aimed at enhancing managerial efficiency 

(Isik and Hassan, 2002). Kao and Liu (2009) investigated the efficiency of 

Taiwan's commercial banks as a proxy for decision-making units (DMUs) using 

an additive two-stage DEA model. 

The DEA model for managerial quality and quantified managerial efficiency 

in the US banking industry (Barr et al., 1993), and various managerial capacities 

for efficiency development in Canadian commercial banks (Paradi, Zhu, and 

Edelstein, 2012; Kundu et al., 2019). Cost efficiency has a greater impact on 

profitability when banks take on greater risk and face increased competition 

(Fang et al., 2019). The cost and profit efficiency of the Vietnamese banking 

system are quantified using the DEA model, and the average efficiency score of 
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the banking system is calculated using a bank size average of roughly 0.90 and 

0.75, respectively (Nguyen et al., 2014). 

An empirical investigation compared inefficient banks with efficient banks 

using simple ratio analysis in terms of performance. Financial ratios are used to 

estimate the Greek banking sector's efficiency using the DEA model (Halkos and 

Salamouris, 2004). The Turkish banking sector is diversified and plays a key role 

in terms of technical, scale, and allocative efficiency when a non-parametric 

method such as the DEA approach is used (Eyceyurt Batir et al., 

2017). Moreover, Turkish banking is inefficient due to technological 

inefficiencies rather than allocative inefficiencies (Isik and Hassan, 2002). For 

example, Nonperforming Loans (NPLs) are an unfavorable outcome that has a 

detrimental effect on the technical efficiency of Turkish banks (Partovi & 

Matousek, 2019). 

As mentioned previously, the majority of applications of the widely used 

frontier technique, DEA, examine the relationship between efficiency estimates 

and key performance measures. However, no empirical test for financial ratios of 

PCBs in Bangladesh using slack-based DEA has been discovered. We studied the 

impact of financial ratio risk on Private Commercial Banks (PCBs) in 

Bangladesh. It is generally considered that Basel-III covers financial ratio risk, 

and efficient financial ratios are a real reflection of the banking sector's long-term 

financial health and economic growth. The focus of this research article is on the 

use of financial-banking efficiency ratios as efficiency indicators, rather than the 

more commonly utilized input-output variables in practically all banking 

applications. 

3. Style and Facts: Financial Ratios  

The empirical analysis examines the financial ratios that influence PCBs' 

efficiency performance and so contributes to total banking efficiency in 

Bangladesh. The DEA model is estimated using the financial ratios of 

Bangladesh's thirty-four PCBS. This study examines the financial ratio efficiency 

of bank performance using data from several annual reports from private 

commercial banks in Bangladesh during the period 2019. The financial ratios, as 
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well as Return on Assets (ROA), Return on Equity (ROE), net interest margin, 

leverage, capital adequency ratio, coverage ratio, net interest to assets, cost to 

income ratio, cost to asset ratio, interest cost ratio, loans to assets ratio, and                 

non-performing loans to total loans are shown in Appendix-2. 

The Return on Assets (ROAs) measures the profitability of a company’s 

assets that are generating revenue. Generally, ROA indicates that the capital 

intensity of the company depends on total assets. This figure suggests that ROA 

for the 10 commercial banks is more than one percentage, most of the commercial 

banks is less than one percentage, and only one commercial bank is experiencing 

a negative return. It is clearly seen from the figure that the ROA of Eastern Bank 

is 1.65 percent, which indicates that Eastern Bank’s net income is 165 taka for 

each 100 taka of total assets. On the contrary, the ROA of Modhumoti Bank is                  

-0.25 percent, which indicates that Modhumoti Bank’s net loss is 25 taka for each 

100 taka of total assets. 

Return on Equity (ROE) evaluates a firm's profit before taxes in relation to 

its total shareholders' equity. This figure suggests that the ROE for the 14 

commercial banks is more than ten percent, the remaining commercial banks' 

ROE is less than ten percent, and only one commercial bank's ROE is less than 

one percent. It is clearly seen from the figure that the ROE of NCC Bank is 19.7 

percent, which indicates that NCC Bank returns 1970 taka on each 100 taka of 

total equity. On the contrary, the ROE of BRAC Bank, 0.74 percent, indicates 

that BRAC Bank returns 74 taka on each 100 taka of total equity. 

The net interest margin is calculated as a percentage of net interest margins 

(net interest income less total expenses) as a percentage of total loans. According 

to this figure, most commercial banks' net interest margins are in the single digits, 

and the net interest margin of the company is higher. NRB Commercial Bank has 

a net interest margin of 16.35 percent, while BRAC Bank has a net interest margin 

of 0.31 percent. Leverage is determined by the ratio of total equity to total assets. 

The greater this ratio, the greater the financial leverage and, hence, the greater the 

risk and potential return. From the figure, the proportion of total equity as a share 

of the firm's total assets of AB Bank is the highest, at around 28.78 percent. The 
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remaining three commercial banks are all double digits, and most of the 

commercial banks are single digit leveraged. 

Capital Adequency Ratio (CAR) is a ratio that expresses total equity as a 

percentage of the risk-weighted assets of a bank; it is also referred to as the capital 

to risk-weighted assets ratio. This percentage was employed to protect depositors 

and ensure the stability and efficiency of the world's financial markets. We have 

determined from the figure that AB Bank has the greatest CAR at roughly 52.96 

percent, while the rest of the commercial banks have CARs ranging between 10 

and 20 percent among the selected thirty-four commercial banks throughout 

2019. 

The coverage ratio is a number that indicates the provision for loan losses as 

a percentage of a bank's non-performing loans; Al Arafah Islami Bank had a 

coverage ratio of 126.91 percent, while Meghna Bank had a coverage ratio of 

120.43 percent.This shows that two out of every thirty-four loans were written 

off, indicating that the allowance for nonperforming loans exceeds one hundred. 

The remaining 32 commercial banks are expected to grow by double digit 

percentages with positive figures in 2019. The net interest to asset ratio compares 

the firm's net interest revenue to its total assets over a specified time period. 

According to the statistics, the trust bank's net interest to asset ratio is the highest 

at 5.20 percent, implying that the trust bank earned 5.20 taka for every hundred 

taka of total assets in 2019. On the contrary, BRAC Bank's 0.22 percent ratio is 

the lowest among the UK's selected commercial banks. 

The cost-to-income ratio is defined as the ratio of an organization's operating 

expenses to its operating income for a given year. In this context, operating 

expenses encompass all costs associated with running the firm, including fixed 

costs (rent, mortgage, insurance, utilities, and property taxes), whereas revenue 

includes sales revenues, fee income, and interest collected on loans. Eastern Bank 

has the highest total operating expenses at 67.79 percent, while Social Islami 

Bank has the lowest total operating expenses at 33.09 percent, in relation to 

operating income. 
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The cost-assets ratio compares the firm's operating expenses to its total assets 

over time. According to the statistic, Eastern Bank's cost-assets ratio is the highest 

at 5.12 percent, implying that the bank earned 5.12 taka for every hundred taka 

of total assets during the period. Around 2-3% of Bangladesh's commercial banks 

are closed. The interest-cost ratio is calculated by dividing the organization's 

interest expenses by its interest income for a particular year. The graphic 

illustrates how the thirty-four banks' returns on assets compare. Throughout 2019, 

Jamuna Bank has the highest at 83.79 percent, while ICB Islamic Bank has the 

lowest at 30.38 percent. 

The loans-to-assets ratio indicates the proportion of loans to the business of 

the firm to total assets throughout time. This statistic reveals that the trust bank's 

loan-to-assets ratio is 146.72 percent, whereas NRB Commercial Bank's loan-to-

assets ratio is 16.21 percent, indicating that loans to the firm's business were 16.21 

percent of total assets in 2019. The non-performing loans ratio compares the 

amount of NPLs to total loans over a given time period. This chart illustrates the 

ratio of non-performing loans to total loans at NRB Commercial Bank. The value 

of 16.63 percent indicates that 16.63 taka for every hundred taka of total loans in 

2019 is owed. Southeast Bank's ratio of 10.98 is the second highest in the country, 

while AB Bank's ratio of 0.43 is the lowest among selected commercial banks in 

Bangladesh. 

4. Data and Methods 

4.1 Data Sources 

We use a cross-sectional dataset constructed from the balance sheets, income 

statements, and other financial statements of the PCBs. The secondary data was 

gathered from annual reports of thirty-four PCBs, including twenty-eight 

conventional PCBs and six islami shariah PCBs, in Bangladesh for the year 2019. 

The best financial ratios of PCBs were determined using cross-section data for 

Data Envelopment Analysis (DEA). 
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4.2 Data Envelopment Analysis: A Methodological Overview 

Charnes, Cooper, and Rhodes (1978) pioneered Data Envelopment Analysis 

(DEA). DEA is a type of non-parametric linear programming in which Decision-

Making Units (DMUs) are linearly combined to form an input-output model. It 

has become one of the most frequently applied methods used to assess financial 

organizations' efficiency (Banker et al., 1984). We demonstrate how the 

suggested DEA methodology is designed in favor of or in addition to an overall 

ratio analysis. This can be partly due to the disparity in data availability. ''Assume 

n commercial banks' DMUs are appraised on r financial ratios ( )sryrj ,.....,1=  and 

the observed r financial ratios of jth DMUs ( )nj ,.....,1= . According to Charnes, 

Cooper, and Rhodes (1978), the efficiency of firm 0 is given by 1/zo''. The 

mathematical formulation of the DEA model is 

max  
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=
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j

rorjj yy
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Consider that this input and output slack-based DEA model to be nonzero. 

"The nonzero optimal
−

iS  detects an overutilization of the ith input and the non-

zero optimal 
+

rS  detects a shortfall in the rth output". Clearly, the DEA model is 

beneficial for establishing objectives for inefficient DMUs with a priori 

information on output and input adjustments. 

Calculations: 

(i) Output Target for an inefficient DMU = Observed Output / Efficiency.  

(ii) Output Slack = Output Target - Observed Output.  

(iii) Output Slack Percentage = (Output Slack/ Observed Output)×100 

5. Results and Discussion 

5.1 Descriptive Statistics 

We analyse descriptive statistics about the relative efficiency of financial 

ratios of the commercial banking system in Bangladesh. The following Table-1 

summarizes the descriptive statistics for financial ratios such as "ROA, ROE, net 

interest margin, leverage, capital adequency ratio, coverage ratio, net interest to 

assets, cost to income ratio, cost to asset ratio, interest cost ratio, loans to assets 

ratio, and non-performing loans to total loans during 2019". As we can be 

observed, the variables have large standard deviations and their median values 

are almost always less than their means, indicating a right-skewed distribution. 

Table 1: Descriptive Statistics of Financial Ratios, 2019 

Financial Ratios Minimum Mean Maximum Std. Dev. 

Return on Assets (ROA) -0.25 0.795 1.65 0.41 

Return on Equity (ROE) 0.74 10.21 19.7 4.11 

Net Interest Margin 0.31 4.18 16.35 2.68 

Leverage 4.46 8.30 28.79 4.09 

Capital Adequency Ratio 10.12 15.45 52.96 6.96 

Coverage Ratio 20.10 48.25 126.91 22.70 

Net Interest to Assets 0.22 2.67 5.20 1.02 
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Financial Ratios Minimum Mean Maximum Std. Dev. 

Cost to Income Ratio 33.09 49.43 67.79 7.78 

Cost to Asset Ratio 1.28 2.27 5.12 0.81 

Interest Cost Ratio 30.38 64.77 83.79 10.87 

Loans to Assets Ratio 16.21 69.94 146.72 17.35 

NPL to Total Loans 0.43 5.32 16.63 2.87 

Source: Authors’ Calculations based on the Annual Reports from commercial Banks, Bangladesh, 2019 

5.2 Data Envelopment Analysis  

We apply both ratio analysis and slack-based DEA approaches to determine 

the effectiveness of financial ratios that are extensively used in the banking sector 

in Bangladesh and comparing generations2. To be more precise, the efficiency of 

a bank is determined by ratios such as "ROA, ROE, net interest margin, leverage, 

capital adequency ratio, coverage ratio, net interest to assets, cost to income ratio, 

cost to asset ratio, interest cost ratio, loans to assets ratio, and non-performing 

loans to total loans". Their usage of financial statistics might make it extremely 

difficult to identify and compare top performers. Table-2 summarizes the 

efficiency results obtained by DEA using Microsoft Excel. 

According to an assessment of the outcomes among Bangladesh's PCBs, 

there are no discernible distinctions between the financial ratios of conventional 

PCBs and Islami shariah-based PCBs. The study examines the performance of 

PCBs in Bangladesh in terms of financial ratios. Table-2 summarizes each bank's 

efficiency score, peers of each bank, and ranking. These findings are based on an 

investigation of the average slack-based DEA efficiency scores of 34 private 

commercial banks in Bangladesh. 

  

                                                 
2 Note that 1st generation banks mentioned which banks had been established up to 1990. 2nd 

generation banks mentioned that those banks had been established from 1991 to 2000. 3rd 

generation banks mentioned those banks' having been established from 2001 to 2010. 4 th 

generation banks mentioned that those banks had been established from 2011 to 2020. 
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Table 2: Financial Ratios: DEA Analysis 

DMUs 
Output 

Slack % 
Efficiency Peers (Benchmarks) Rank 

Conventional PCBs (n=28) 

1st Generation Banks (Year: up to 1990) 

Bank 11 0 1 11 6 

Bank 19 0 1 19 11 

Bank 33 0.45 0.99 4,21,23,28,29,31 20 

Bank 34 3.26 0.97 4,8,13 23 

Bank 5 6.80 0.94 4,6,10,11,14,18,23,28,29 26 

Bank 1 7.72 0.93 11,21,23,29,31 28 

Bank 26 9.03 0.92 4,6,10,14,18,23 30 

2nd Generation Banks (Year: 1991-2000) 

Bank 6 0 1 6 2 

Bank 7 0 1 4,7,13,24,28,29 3 

Bank 8 0 1 4,8,24,29,31 4 

Bank 18 0 1 13,18,24,29,31 10 

Bank 23 0 1 23 14 

Bank 24 0 1 5,13,24,28 15 

Bank 31 0 1 31 19 

Bank 20 4.95 0.95 6,10,13,16,24,28,29,31 24 

Bank 15 5.36 0.95 6,10,13,18,24,28,29 25 

Bank 32 8.38 0.92 10,13,16,19,28,29,31 29 

Bank 25 10.27 0.90 4,11,14,21,23,28,29,31 32 

Bank 3 11.46 0.89 4,6,10,13,18,28,29,31 33 

3rd Generation Banks (Year: 2001-2010) 

Bank 4 0 1 4 1 

Bank 13 0 1 13 7 

4th Generation Banks (Year: 2011-2020) 

Bank 14 0 1 4,13,14,21,23,29 8 

Bank 16 0 1 10,13,16,19,28,31 9 

Bank 21 0 1 16,21,28,29,31 12 

Bank 22 0 1 4,22,24,28 13 

Bank 28 0 1 28 16 

Bank 30 0 1 30 18 
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DMUs 
Output 

Slack % 
Efficiency Peers (Benchmarks) Rank 

Bank 17 1.14 0.99 10,13,16,22,24,31 21 

Islami Shariah-based PCBs (n=6) 

1st Generation Banks (Year: up to 1990) 

Bank 12 14.81 0.87 4,11,13,14,18,28,29 34 

2nd Generation Banks (Year: 1991-2000) 

Bank 10 0 1 10,31 5 

Bank 29 0 1 13,28,29,31 17 

Bank 2 9.16 0.91 6,10,11,13,18,24,28,29,31 31 

3rd Generation Banks (Year: 2001-2010) 

Bank 9 1.35 0.98 6,11,18,23,29,31 22 

Bank 27 7.06 0.93 6,10,13,18,24,28,29 27 

(Authors’ Calculations) 

Sources: Annual Reports from commercial Banks, Bangladesh, 2019 

According to Table-2, the most efficient financial ratios’ DMU is Bank 4 

(BRAC Bank), which is third generation. The result, shown in appendix A1, 

indicates that return on assets (0.05), return on equity (0.74), net interest margin 

(0.31), leverage (6.25), capital adequency ratio (10.12), coverage ratio (42.65), 

net interest to assets (0.22), cost to income ratio (49.94), cost to asset ratio (1.76), 

interest cost ratio (70.0), loans to assets ratio (70.17), and non-performing loans 

to total loans (2.67), which measures the DMU’s financial ratios efficiency, is 

one by indicating the "best" financial ratios (outputs) amongst the selected thirty-

four commercial banks in Banglaesh. On the contrary, the least efficient financial 

ratios’ DMU is Bank 12 (ICB Islamic Bank), although it is first generation. The 

result shows that return on assets (0.97), return on equity (9.44), net interest 

margin (5.57), leverage (8.10), capital adequency ratio (13), coverage ratio 

(76.75), net interest to assets (3.59), cost to income ratio (57.47), cost to asset 

ratio (3.37), interest cost ratio (45.99), loans to assets ratio (64.54), and non-

performing loans to total loans (3.85), which measures the DMU’s financial ratios 

efficiency, is 0.87 by indicating "moderate" financial ratios (outputs) amongst the 

selected thirty-four commercial banks in Bangladesh. 
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Figure 1: Efficiency Score of Thierty-four PCBs 

 

To calculate a bank's efficiency in terms of financial ratios, as shown in 

Figure-1, we employ slack-based DEA. BRAC Bank, Dhaka Bank, Dutch-Bangla 

Bank, Eastern Bank, First Security Islami Bank, IFIC Bank, Jamuna Bank, 

Meghna Bank, Midland Bank, Mutual Trust Bank, National Bank, NRB Bank, 

NRB Commercial Bank, One Bank, Premier Bank, Shimanto Bank, Social Islami 

Bank, South Bangla Agriculture and Commerce Bank, and Southeast Bank all 

received efficient financial ratio scores of 1 (or 100 percent) means output slack 

percentage is zero. On the contrary, United Commercial Bank, Modhumoti Bank, 

EXIM Bank, Uttara Bank, NCC Bank, Mercantile Bank, The City Bank, 

Shahjalal Islami Bank, AB Bank, Trust Bank, Pubali Bank, and Al Arafah Islami 

Bank obtained efficient financial ratios scores of more than 90 percent means 

output slack percentage is a single digit. 

As regards Prime Bank's efficient financial ratios’ score is 90 percent and its 

output slack is 10.27 percent, Bank Asia's efficient financial ratios’ score is 89 

percent and its output slack is 11.46 percent, and ICB Islamic Bank's efficient 

financial ratios’ score is 87 percent and its output slack is 14.81 percent. This 

indicates that DMU32, DMU33, and DMU34 are inefficient; for the same level of 
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inputs, their output should grow by 10.27 percent, 11.46 percent, and 14.81 

percent, respectively. Moreover, DMU20 (NCC bank) has a greater return on 

equity (19.7) than the comparable bank. Thus, banks may need to maximize their 

return on equity in order to increase their level of efficiency. As shown in                  

Table-2, the majority of peers include DMU4, DMU6, DMU28, and DMU31. The 

efficient financial ratios’ scores are obtained by the use of slack-based DEA and 

to identify banks' peers (Bar et al., 1993; Paradi et al., 2011). 

6. Policy Implications 

Commercial banks should be measured using slack-based DEA analysis to 

determine their output target. From the findings, 15 PCBs among the 34 PCBs 

financial ratios’ are inefficient, including eleven conventional PCBs and four 

islami shariah-based PCBs. In this regard, inefficient DMUs can move towards 

the efficient frontier in order to become efficient. As a result, those DMUs with 

the most efficient financial ratios have the highest financial performance, and 

those DMUs with the least efficient financial ratios have the least financial 

performance. Thus, inefficient PCBs should be more regulated and policy 

adjusted for measuring performance and benchmarking against best practices. 

7. Conclusions 

The aforementioned research demonstrates that the financial ratios of PCBs 

in Bangladesh have been experimentally tested. This study paper examines slack-

based data envelopment analysis, which determines the efficiency of bank 

performance by analyzing cross-sectional data from published annual reports of 

Bangladesh's PCBs (2019). Due to some of the constraints inherent in published 

annual reports of commercial banks in Bangladesh, thirty-four PCBs were chosen 

for the study, including twenty-eight conventional PCBs and six islami shariah-

based PCBs. The results of DEA predicted that some banks' financial ratios would 

be relatively better than those of other banks in both areas (Halkos and 

Salamouris, 2004). Both Islamic and conventional banks have improved their 

technology, and Islamic banks have become quite diverse in the aftermath of the 

GFC (Alexakis et al., 2019). However, Islamic banks employ less sophisticated 

technology than conventional banks, rather than due to group-specific 
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technological inefficiencies in Bangladesh (Safiullah & Shamsuddin, 2020). The 

findings suggest that the efficiency score for the 19 commercial banks is 100 

percent, the efficiency score for 12 commercial banks is greater than 90 percent, 

and the remaining three are approximately 90 percent, 89 percent, and 87 percent 

efficient. Thus, the authority of inefficient PCBs should be more concentrated 

and policies adjusted on financial ratios to achieve the desired level of efficiency. 
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Appendices 

Appendix 1: Financial Ratios of PCBs 

No. of 

Bank 
ROA ROE 

Net 

Interest 

Margin 

Leverage 

Capital 

Adequacy 

Ratio 

Coverage 

Ratio 

Net 

Interest 

to 

Assets 

Cost to 

Income 

Ratio 

Cost 

to 

Asset 

Ratio 

Interest 

Cost 

Ratio 

Loans 

to 

Assets 

Ratio 

NPL 

to 

Total 

Loans 

Bank 1 0.05 0.74 0.32 6.25 10.12 42.65 0.22 49.94 1.76 70.00 70.17 2.67 

Bank 2 0.64 10.05 3.54 6.34 14.58 42.71 2.68 44.82 1.68 64.57 75.71 4.89 

Bank 3 0.59 8.16 3.70 6.96 17.93 43.94 2.39 42.33 1.95 63.26 64.68 4.55 

Bank 4 1.65 16.29 6.79 11.03 16.16 57.78 4.87 67.79 5.13 45.05 71.78 3.99 

Bank 5 0.7 9.9 4.39 7.17 15.2 40.93 3.05 54.68 2.82 59.61 69.62 5.77 

Bank 6 0.56 9.28 2.33 6.04 16.12 49.59 1.60 43.53 1.65 78.93 68.64 4.74 

Bank 7 1.2 17.2 6.94 7.03 15.5 45.36 4.56 58.21 4.02 30.38 65.64 4.38 

Bank 8 1.3 16.52 3.57 7.56 14.74 120.43 2.45 44.22 1.96 64.90 68.61 3.35 

Bank 9 0.61 8.48 2.21 6.76 12.55 52.06 1.76 47.04 1.42 76.23 79.48 4.33 

Bank 10 0.51 4.58 5.34 6.01 11.41 56.46 3.89 51.69 2.48 74.30 72.97 9.62 

Bank 11 0.8 10.5 2.82 7.76 12.8 49.20 2.03 54.92 1.91 73.65 72.12 5.37 

Bank 12 0.5 9.39 3.22 4.46 12.95 31.25 2.33 48.70 1.62 59.42 72.42 3.61 

Bank 13 1.11 14.8 16.35 7.01 14.26 49.01 2.65 49.00 2.31 63.85 16.21 16.63 

Bank 14 0.29 8.31 4.27 10.94 17.89 33.96 2.97 60.62 2.59 65.61 69.63 7.41 

Bank 15 0.78 10.99 3.63 6.61 13.92 39.30 2.72 44.26 1.87 67.81 74.88 4.86 

Bank 16 1.05 8.24 4.02 13.30 21.13 34.13 2.41 45.11 1.97 70.06 60.01 2.64 

Bank 17 1.29 12.31 4.34 9.28 13.92 43.83 2.60 33.09 1.44 65.85 59.76 2.53 

Bank 18 0.56 17.4 2.86 6.22 12.91 30.30 2.12 53.25 2.33 70.48 74.10 5.39 

Bank 19 0.96 8.87 2.89 10.58 13.38 28.45 2.25 44.67 1.54 69.94 77.82 10.99 

Bank 20 0.86 11.51 3.57 7.50 13.41 62.16 2.47 42.10 1.90 68.71 69.31 4.81 

Bank 21 -0.25 6.43 3.89 9.37 13.32 68.90 2.77 61.90 2.75 67.10 71.14 4.14 

Bank 22 1.47 15.04 4.11 9.09 13.4 42.66 2.83 46.78 2.54 63.76 68.78 3.20 

Bank 23 0.59 6 2.52 5.39 12.8 36.85 1.82 55.78 1.77 76.77 72.25 9.24 

Bank 24 1.4 19.7 3.44 7.10 12.61 43.66 2.48 44.32 2.23 66.93 72.14 6.70 

Bank 25 0.65 7.85 3.83 8.31 17.42 36.68 2.54 52.69 2.35 58.77 66.36 4.66 

Bank 26 0.45 7.51 2.92 6.02 13.8 20.10 1.77 47.81 1.90 67.85 60.51 4.38 

Bank 27 0.67 10.98 3.60 6.20 16.02 33.63 2.67 44.97 1.79 65.05 74.14 4.91 

Bank 28 1.35 4.23 9.20 28.79 52.96 24.38 4.45 59.49 2.98 38.40 48.40 0.43 

Bank 29 0.47 9.21 3.55 9.59 13.78 43.32 5.20 48.49 3.33 66.38 146.72 6.63 

Bank 30 1.25 12.25 4.48 9.89 14.73 28.50 2.97 47.87 2.46 65.88 66.22 6.09 
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No. of 

Bank 
ROA ROE 

Net 

Interest 

Margin 

Leverage 

Capital 

Adequacy 

Ratio 

Coverage 

Ratio 

Net 

Interest 

to 

Assets 

Cost to 

Income 

Ratio 

Cost 

to 

Asset 

Ratio 

Interest 

Cost 

Ratio 

Loans 

to 

Assets 

Ratio 

NPL 

to 

Total 

Loans 

Bank 31 0.62 8.56 1.44 7.22 11.52 126. 91 1.01 37.58 1.28 83.79 69.86 4.87 

Bank 32 0.73 7.59 2.98 5.04 14.38 49.74 2.12 36.04 1.37 68.20 71.10 5.49 

Bank 33 0.65 8.84 3.43 7.34 14.68 54.91 2.48 59.47 2.82 64.68 72.24 3.63 

Bank 34 0.97 9.44 5.57 8.10 13 76.76 3.59 57.47 3.37 45.99 64.54 3.85 

 

Appendix 2: Figure of Financial Ratios 
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Sources: Annual Reports from Commercial Banks, Bangladesh, 2019 
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Appendix 3: List of Selected Commercial Banks 

Name of Bank No. of Bank Generation 

AB Bank Ltd. Bank 1 1st 

Al Arafah Islami Bank Ltd. Bank 2 2nd 

Bank Asia Ltd. Bank 3 2nd 

BRAC Bank Ltd. Bank 4 3rd 

City Bank Ltd. Bank 5 1st 

Dhaka Bank Ltd. Bank 6 2nd 

Dutch-Bangla Bank Ltd. Bank 7 2nd 

Eastern Bank Ltd. Bank 8 2nd 

EXIM Bank Ltd. Bank 9 3rd 

First Security Islami Bank Ltd. Bank 10 2nd 

IFIC Bank Ltd. Bank 11 1st 

ICB Islamic Bank Ltd. Bank 12 1st 

Jamuna Bank Ltd. Bank 13 3rd 

Meghna Bank Ltd. Bank 14 4th 

Mercantile Bank Ltd. Bank 15 2nd 

Midland Bank Ltd. Bank 16 4th 

Modhumoti bank Ltd. Bank 17 4th 

Mutual Trust Bank Ltd. Bank 18 2nd 

National Bank Ltd. Bank 19 1st 

NCC Bank Ltd. Bank 20 2nd 

NRB Bank Ltd. Bank 21 4th 

NRB Commercial Bank Ltd. Bank 22 4th 

One Bank Ltd. Bank 23 2nd 

Premier Bank Ltd. Bank 24 2nd 

Prime Bank Ltd. Bank 25 2nd 

Pubali Bank Ltd. Bank 26 1st 

Shahjalal Islamic Bank Ltd. Bank 27 3rd 

Shimanto Bank Ltd. Bank 28 4th 

Social Islami Bank Ltd. Bank 29 2nd 

SBAC Bank Ltd. Bank 30 4th 

Southeast Bank Ltd. Bank 31 2nd 

Trust Bank Ltd. Bank 32 2nd 

United Commercial Bank Ltd. Bank 33 1st 

Uttara Bank Ltd. Bank 34 1st 
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Does Profitability Decide Size of Banks? A Study on Banks in 

Bangladesh 

- Quazi Sagota Samina 

 

Abstract 

Over the time, the banking services have emerged as an important part of economic activities. To support 

customer demand, the banking products and service range has increased remarkably along with increase in 

the number of banks all over the world. This trend leads to an increase in the total asset size of banks. It is 

expected that banks with higher profit will go for more expansion and thus will achieve more asset growth. 

This paper focuses on the issue that whether profitability influence the growth of assets of private sector 

commercial banks in Bangladesh. Using information collected from the annual report of 20 private sector 

commercial banks over 10 years (i.e. 2011-2020), GLS model has been applied to identify the determinant 

variables of bank asset size. From the study, it is found that higher profit leads increase in bank size but 

rather than profit there are other variables which influences the growth in bank size more.   

Keywords: Commercial Banks, Asset, Growth, Profitability, Risk 

JEL Classification: G2 

1. Introduction 

With globalization, expansion of international trade, technological revolutions 

and intense competition, banking service has become an essential part of our daily 

life. Both in urban and rural areas, business organizations as well as individuals 

at the recent time cannot operate their daily activities without taking advantage 

of banking activities. This massive demand of banking services has created new 

opportunities for banks to expand their diversity of operations and also to deliver 

their services. Along with the establishment of new banks and branches, banks 

are introducing new products like, ATM, phone-based banking, online banking, 

credit cards etc., based on current market demand and adopting the available 

technological facilities. This at one hand accelerates flow of fund in the economy, 

helps banks to achieve economies of scale and also enhances movement of bank 

operation from paper-based method to electronic based reducing cost at national 

level (Le and Ngo, 2020). Studies like Gaganis and Pasiouras, 2013; Sun et al, 
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2013; Lee and Chih, 2013; Moradi-Motlagh and Babacan, 2015 measure how 

efficiently banks earn profit over different countries. This earned profit banks 

usually invest to provide more loans, establish new branches to serve greater 

number of customers as well as to adopt more technology-oriented products. 

Thus, ultimately banks achieve growth in its assets size. Jang and Park, 2011 

show that earned profit helps a firm to achieve growth in future. 

Being a developing country, Bangladesh has achieved a pleasant growth rate in 

the GDP in last few years. In spite of the shock of Corona Virus, Bangladesh 

achieved a 5.2% growth in real GDP in the year 2020 (Bangladesh Bank, 2020). 

Behind this growth in economy, the role of commercial banks is unalterable. In 

the fiscal year 2019-2020, the banking sector contribution to GDP is 2.91% which 

is the highest among all the financial institutions (Bangladesh Bank, 2020). In 

collecting deposits, channelizing the deposit in productive sector, supporting 

international trade, collecting remittance, in every sector, commercial banks are 

playing important role in the economy. To accelerate the economic growth, at 

one hand, more and more banks are emerging in the country over the time; and at 

the same time, banks are diversifying their operations. The growing number of 

banks in the country with emergent number of branches enable them to expand 

their services to all categories of customers in every corner of the country through 

new, improved and user-friendly technologies. With these, over time banks’ 

assets size is being increased. But the pattern in which banks’ asset size is 

expanding is not same for all the banks operating in the country. The differences 

in the asset size of banks can be a contribution of various bank specific variables 

like capital strength of banks, their profit earning capacity, asset structure, risk 

level involved etc. Also, the economic condition of the country may induce the 

growth of banks. Among these different variables, profitability has drawn 

attention in literature. In many studies, focus has been put on the relationship 

between asset growth and profit earned by firms. The current study focuses on 

the issue that whether banks profit has any impact on determining the size of 

banks. It is important to evaluate the relationship as and identifies variables that 

may have influence over the size of banks. The paper follows as Section-2: 

Literature Review; Section-3: Growth of assets in Banking Sector in Bangladesh; 
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Section-4: Data, Variables & Methodology; Section-5: Findings and Section-6: 

conclusion. 

2. Literature Review 

The financial system of an economy comprises three key elements; financial 

institutions, instruments and market. Including these key elements, the financial 

system of an economy plays a significant role in the economic formation and 

development of a country. Being a financial institution, banks facilitate the flow 

of fund in an economy and thus accelerate the economic expansion of a country. 

Studies like, Coleman and Feler, 2015; Pradhan et. al., 2014; Mitchener and 

Wheelock, 2013; Ueda, 2013; Sassi and Goaied, 2013; Luo et al., 2012; J-L Wu 

et al., 2010; Leitao, 2010; Chang et al., 2006; Hondroyiannis et al., 2005 have 

found that financial sector significantly contributes in the growth of an economy. 

Sassi and Goaied, 2013; Levine, 2005 and other researchers theoretically relates 

banking development with positive economic growth through mobilization of 

savings, efficient resource allocation and stimulation of technical innovations.  

The modern technology has brought an abrupt change in the banking services and 

operating process (Windasari et al., 2022). With technology-based products, like 

internet banking, mobile banking, SMS banking services, banks are trying to 

cover more expanded customer base and also to reach their services to the door-

point of the customers. Thus, along with the increase in the number of banks, 

banking service diversity and growth in bank asset size has blowout all over the 

world. In a small economy like Bangladesh, there is a remarkable change in the 

banking industry over time. According to the statistics found in Annual Report of 

Bangladesh Bank, the number of banks has increased by 18.75% over last one 

decade with a 539.28% increase in the assets of banking sector. This enormous 

growth in assets is not an easy task. Banks need to make huge investments to 

achieve this growth. To make investment in the growth, one of effective internal 

source of fund is profit earned by the banks. Jang and Park, 2011; V. German-

Soto and O´. Sanchez-Hiza, 2021 showed that firms earned profit has a positive 

impact on its growth. In studies like, Anbar and Alper, 2011 and Khrawish, 2011; 

Jeris, 2021 found a positive relation between profitability and bank size. In 

literature regarding banking industry of Bangladesh, Sufian and Kamaruddin, 
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2012; Hossain and Ahmed, 2015; Rahman et al., 2015; Samad, 2015. Sufian and 

Kamaruddin, 2012; Hossain and Ahmed, 2015; Rahman et al., 2015 found that 

size of bank has a positive and significant relationship with banks’ profitability.  

Besides, profitability, some bank specific variables as well as macroeconomic 

variables have been linked with banks’ asset growth in different studies. Shaikh, 

2014 and Jeris, 2021 in his study has shown positive relationship exists between 

collection of deposit and asset growth of banks. Terraza, 2015 found relationship 

between bank liquidity and size. Kohlscheen et al., 2018 and Boukhatem and 

Moussa, 2018 found bank credit has a positive influence over its growth. About 

the macroeconomic variables, researches like Yuksel et al., 2018; Tan et al., 2017; 

Duraj and Moci, 2015 have found that GDP has an effective influence on bank 

size and profitability. As a comparison among the macroeconomic variables and 

bank specific variables, Kohlscheen et al., 2018 has shown that GDP has less 

impact on banks’ assets size compared to credit or loan growth. Among the 

studies on banking industry in Bangladesh, Sufian and Kamaruddin, 2012; 

Hossain and Ahmed, 2015; Rahman et al., 2015; Samad, 2015 found that size of 

bank has a positive and significant relationship with banks’ profitability. On the 

other hand, Samad, 2015 on 42 banks in Bangladesh found that banks’ size has 

no significant impact on profit. Matin, 2017 also focused on the factors affecting 

banks’ profitability in Bangladesh.  

Thus, in literature various aspect of bank operation along with economic 

measures have been linked with banks asset size. But in my concern, I found none 

of the studies has analyzed how profitability affects growth of a bank in 

Bangladesh. Also, there is no study in Bangladesh which accumulates all the 

factors that affect banks’ growth together. My current study focuses on this 

literature gap in the context of banking industry in Bangladesh. Along with other 

effective bank specific and macroeconomic variables as found in literature, this 

study analyzes whether profitability of banks has an active role in explaining asset 

growth following Jang and Park, 2011; Lee, 2014 and V. German-Soto and O´. 

Sanchez-Hiza, 2021. The research will facilitate the banking policymakers to 

employ profits earned to achieve growth as well as to control other factors that 

someway affects banks’ assets growth.   
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3. Growth of Assets of Banking Industry in Bangladesh 

To reconstruct the economic condition in the post liberation period of 

Bangladesh, the then government decided to bring all the banking institutions 

under the government ownership. With the passes of time, as the economic 

condition of the country started to develop, in 1982, government of Bangladesh 

allowed private sector banks. After that there was a revolution in the banking 

sector of Bangladesh over the years. Just by next 20 years, i.e., by the end of 

2002, the total number of private sector commercial banks became 30 

(Bangladesh Bank, 2005-2006). At present, there are 43 banks in the private 

sector and 61 scheduled banks in total. The growth in the number of banks has 

initiated the growth in the banks’ assets size. Table-1 shows the amount of total 

asset size of the banking sector in Bangladesh. The amount of total assets was  

Tk. 5,867.6 billion in 2011 which reached to Tk. 18,406.00 billion in 2020. If we 

look at the growth rate of assets over 2011- 2020, it is found that the highest 

growth in assets of banking sector took place in 2012 (18.12%). After 2012 the 

growth rate remains quite stable with a slight decrease over the time. However, 

on an average the growth rate in assets is 13.38% from 2011 to 2020.       

Table 1: Asset Growth of Banking Industry in Bangladesh [2011-2020] 

Year Total Assets (in billion Tk) Growth Rate 

2011 5867.60  

2012 7030.70 18.12% 

2013 8000.20 13.79% 

2014 9143.00 14.28% 

2015 10314.70 12.82% 

2016 11626.60 12.72% 

2017 13059.30 12.32% 

2018 14572.90 11.59% 

2019 16298.40 11.84% 

2020 18406.00 12.93% 
Source: Bangladesh Bank 

4. Data, Variables and Methodology 

The research is conducted on a panel data set including 20 private sector 

commercial banks operating in Bangladesh over a period of 2011-2020. The 

banks were selected following a simple random sampling. Thus, a data set with 
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200 observations is included to conduct the research by collecting data from 

secondary sources, specially, annual report of the sample banks and their 

websites.   

4.1 Dependent Variable 

As the study concentrates on size of bank and relates the bank specific variable 

along with macroeconomic variable with it, the dependent variable in the study 

is bank size. In most of the literature bank size has been defined as the log value 

of total asset of banks like, Căpraru and Ihnatov, 2014; Samad, 2015; Hossain 

and Ahmed, 2015; Petria et al. 2015; Yong Tan, 2016; Elekdag et al., 2020; Jeris, 

2021.  

4.2 Independent Variables 

4.2.1 Bank Specific Variables 

Profitability: As the paper analyzes effect of bank profitability on growth, the 

first independent variable is taken as profitability. A number of studies have 

focused on the relationship between bank size and profitability. To identify 

profitability different measurements are applied in different studies, like, ROA, 

ROE, NIM etc. ROE shows the rate of return a bank earns on the amount invested 

by its shareholders. According to Goddard et al., 2004, ROE is a better 

measurement of profitability. In this study to reflect profitability ROE has been 

considered following Elekdag et al., 2020; Tan, 2016; Hossain and Ahmed, 2015; 

Rahman et al., 2015; Căpraru and Ihnatov, 2014; Petria et al., 2015; Samad, 2015. 

Tan, 2016 and Jeris, 2021 remarked ROE as a measurement of profitability that 

is linked with banks’ financing decision. Researchers like Jang and Park (2011) 

and V. German-Soto and O´. Sanchez-Hiza, 2021 has found that profitability has 

a positive impact on firm’s asset growth whereas Lee, 2014 found that 

profitability negatively impacts growth. 

Capital Strength: Equity to Risk-weighted Assets (RWA) shows against risk 

weighted assets, what amount of equity capital is maintained in a bank. Higher 

proportion of equity financing shows more capital strength and soundness of a 

bank and thus low risk. Banks which have higher equity capital are expected to 
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absorb shocks and perform more successfully in the long run (Hossain and 

Faruque, 2015). Thus this proportion of equity capital to risk weighted assets has 

been taken as a reflection of capital strength of banks following Le and Ngo, 

2020.  

Liquidity: Liquidity risk indicating the possibility of not having sufficient cash 

available to meet up customers’ daily transactions, also can influence bank 

performance (Rahman et al., 2015). The proportion of loans and advances to total 

assets show liquidity condition of banks as has been found in literature as Elekdag 

et al., 2020; Hossain and Faruque, 2015. Higher proportion shows higher liquidity 

as banks can generate more cash flows from disbursed loan amount. Terraza, 

2015 found that liquidity risk of banks changes with the change in the size of 

banks. According to him, larger banks have more demand deposits and better 

access to external fund and for this they do not need to maintain liquid assets to 

fulfil liquidity needs as much as smaller banks need. That means smaller banks 

have higher liquidity risk.  

Asset Structure: Deposit to total assets measure the asset structure (Hossain and 

Faruque, 2015). As banks provide loans from deposit, higher proportion of 

deposit indicates better opportunity for banks to provide more amount of loans in 

market and thus achieve growth in size (Jeris, 2021).  

Credit Risk: The ratio of non-performing loan to total loan amount is a measure 

of credit risk (Le and Ngo, 2020; Rahman et al., 2015; Petria et al., 2015; Samad, 

2015; Căpraru and Ihnatov, 2014). The higher ratio indicates higher credit risk as 

increase in the amount of non-performing loan shows bank is facing trouble in 

getting back their disbursed loan. This affects the quality of loan and may hinder 

the expansion of the bank in size. According to Cooper, Jackson, & Patterson, 

2003, credit risk may affect the health of a bank’s loan portfolio. Thus, it is 

expected that banks with higher credit risk will have poor size. 

Macroeconomic Variables 

GDP: GDP is the mostly used parameter of economic condition of a country.                  

It reflects overall economic activities and growth (Elekdag et al., 2020; Rahman 

et al., 2015; Samad, 2015; Petria et al., 2015; Căpraru and Ihnatov, 2014). 
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Economy that enjoys better GDP growth, ensures better production opportunities 

and thus demand of bank loan will increase in market which will ultimately help 

the banks to grow over time. Jeris, 2021 states that GDP can influence the loan 

disbursement amount of a bank which can affect the performance and size of 

banks. Thus, growth in GDP is expected to lead an improvement in bank 

performance Jeris, 2021. 

Inflation: Inflation is another commonly used measure of economic changes in 

a country (Jeris, 2021; Petria et al., 2015; Samad, 2015; Căpraru and Ihnatov, 

2014). Rahman et al., 2015 states that performance of banks can be highly 

affected by inflation in an economy. A control level of inflation ensures 

production opportunity in an economy along with increased employment 

opportunities. So, the demand for banks’ credit products will increase both at 

business level as well as at individual level. Also, banks will find better scopes to 

make investment. This is expected to lead a development in banks. 

Table 2: Variable Description 

Variables Measure Expected 

Sign 

Hypothesis 

Dependent 

Variables 

   

Size of Banks Logarithm of 

Total Assets 

  

Independent 

Variables 

   

Bank Specific Variables 

Profitability 

(ROE) 

 

Net Profit/ 

Total 

Shareholders’ 

Equity 

 

+ Ho: Profitability has no impact on bank 

size. 

 

H1: Profitability has impact on bank 

size. 

Capital 

Strength 

(EQRWA) 

 

Equity/ RWA 

 

+ Ho: Capital strength does not affect 

bank size. 

 

H1: Capital strength does not affect 

bank size. 

 

Liquidity 

(LTA) 

 

Loan/ Total 

Assets 

 

+ Ho: Liquidity does not affect bank size. 

 

H1: Liquidity does affect bank size. 
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Variables Measure Expected 

Sign 

Hypothesis 

Asset 

Structure 

(DPST) 

 

Deposit/ Total 

Assets 

 

+ Ho: Liquidity does not affect bank size. 

 

H1: Liquidity does affect bank size. 

 

Credit Risk 

(NPL) 

 

NPL/ Total 

Loans 

+ Ho: credit risk does not affect bank size. 

 

H1: credit risk does affect bank size. 

 

Macroeconomic Variables 

GDP 

 

 

 

 

GDP growth 

 

 

 

 

+ 

 

 

 

 

Ho: GDP does not have any influence 

on bank size. 

 

H1: GDP have any influence on bank 

size. 

 

Inflation 

 

Inflation Rate + Ho: Inflation does not have any 

influence on bank size 

 

H1: Inflation have any influence on 

bank size 

Based on the collected information, the panel Generalized Least Square (GLS) 

method is applied to relate the independent variables with the dependent variable, 

i.e., asset size of banks. find out the determinant variables of banks’ asset growth. 

The regression equation considered is as follows: 

𝑙𝑇𝐴𝑗𝑡 =  𝛽0 +  𝛽𝑗𝑡𝑋𝑗𝑡 +  𝛽𝑗𝑡𝑗 + 𝜖𝑗𝑡 

Where, 𝑙𝑇𝐴𝑗𝑡  = Size of banks 

               j = individual bank 

               t = year 

               𝑋𝑗  = Vector of independent variables include both bank specific and 

macroeconomic 

Variables 

  𝛽𝑗 = Vector of unknown parameters to be estimated 

     𝑡𝑗 = year dummy variable 

  𝜖𝑗𝑡 = Random error term which is assumed to be normally distributed. 
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The summary statistics of the variables are given in Table-3. 

Table: 3: Summary Statistics 

Variables Description No of 

Observation 

2011-2020 

Mean Median Standard 

Deviation 

Size Log TA 199 12.3219 12.3742 0.4374 

Profitability ROE 197 12.1897 11.3600 4.8341 

Capital 

Strength 

Equity to RWA 198 12.7736 12.5800 1.6436 

Liquidity TL/TA 199 0.6834 0.6906 0.0738 

Asset 

Structure 

Dep/TA 199 0.7668 0.7802 0.0828 

Credit Risk NPL/ TL 189 5.1156 4.7200 2.9721 

GDP GDP Growth 

Rate 

200 12.3180 13.3000 2.7468 

Inflation Inflation Rate 200 6.8218 6.1600 1.6098 

 

5. Empirical Results 

The result of the GLS model [Table-4] shows the R-square value of 0.7505 which 

means that the selected explanatory variables influence asset size of banks by 

75.05%. This result of R value is significant at 1% confidence level. This ensures 

the acceptability of the model. The value of rho (0.6593) also ensures the fitness 

of the model. Also, to observe whether the results of the study give us a proper 

indication, multicollinearity test has been conducted. The result of the VIF test 

[Table: 5, appendix] shows that none of the variables considered in the study has 

the multicollinearity problem. 

The coefficient of ROE shows that profitability has a positive impact on bank 

size. The relationship is significant at 5% significance level rejecting the null 

hypothesis about profitability and establishes the alternative hypothesis. This 

finding shows more profitable banks are able to attain more assets. Profit 

enhances internal source of fund which a bank can utilize to acquire more assets 

and can achieve better growth. V. German-Soto and O. ´ Sanchez-Hiza, 2021 

mention that firms prefer internal sources of fund over the external sources of 

financing. According to them, more profitable firms rely less on external sources 

and use a major portion of their earned profit to support investment which 
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ultimately stimulates assets of the organization. This positive effect of 

profitability upon banks’ growth matches with the evolutionary theory which 

states that profitability accelerates firms’ growth (Alchilan, 1950; Coad, 2007).    

Table 4: Result of Regression Analysis 

TA Coefficient Standard Error Z P>|z| 

ROE 

 

EQRWA 

 

LTA 

 

DPST 

 

NPL 

 

Year 

 

GDP 

 

Inflation 

 

Constant 

0.0055 

 

-0.0292 

 

-1.0897 

 

-1.4348 

 

-0.0066 

 

0.1372 

 

0.0102 

 

-0.0006 

 

13.6074 

0.0024 

 

0.0083 

 

0.2216 

 

0.2125 

 

0.0037 

 

0.0067 

 

0.0034 

 

0.0095 

 

0.1954 

2.31 

 

-3.52 

 

-4.92 

 

-6.75 

 

-1.79 

 

20.41 

 

3.04 

 

-0.06 

 

69.63 

0.021 

 

0.000 

 

0.000 

 

0.000 

 

0.073 

 

0.000 

 

0.002 

 

0.950 

 

0.000 

Sigma_u 
 

Sigma_e 

 

rho 

 

Adjusted R Square 

 

P value 

0.1597 
 

0.1148 

 

0.6593 

 

0.7505 

 

0.000 

   

 

Opposite to profitability effect, capital strength (EQRWA) shows a significant 

negative impact on bank size rejecting the null hypothesis. The result indicates 

banks with higher capital strength grows slow. This may happen as smaller banks 

have lower amount of loan, they have lower RWA which enables them to 

strengthen themselves in maintaining sufficient capital. Just like capital strength, 

liquidity also has significant negative impact on size of banks. This finding 

matches the opinion of Terraza, 2015 that smaller banks need to maintain more 

liquidity as they have less demand deposit and have less access to external 

financing.  
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The asset structure (DPST) also shows negative impact on bank size indicating 

as banks’ deposit collection increases against total assets, their asset size reduces. 

This finding is opposite of our expected result that as banks collect more deposit, 

they are able to distribute more loan and invest more and thus can enlarge their 

size as also has been mentioned by Shaikh, 2014. However, the conclusion that I 

find here in my research may be due to the fact that banks are more confident to 

use internal source of fund like earned profit to acquire new assets rather than to 

use external sources like deposit which is ultimately liability for banks. Thus, 

larger banks use more internal sources of fund and less deposits to finance assets 

whereas smaller banks rely more on deposit sources for new assets. 

Next to asset structure, credit risk measurement of banks is an important variable 

to consider for bank operations. The coefficient of credit risk reflects that bank 

having high risk are usually small in size. This is quite logical. As banks find 

increased credit risk, i.e., the amount of non-performing loan increases out of the 

outstanding loan portfolio, banks have to be more cautious and selective in 

providing further loan. So, they cannot increase assets abruptly, rather will have 

to keep a control on their expansion. And also, if a loan remains due for a 

substantial period of time, bank may have to write off the loan from their record. 

That will rather reduce total asset amount of the bank. Similar relationship 

between bank credit risk and asset size has been stated by Cooper, Jackson, & 

Patterson, 2003.  

Along with the bank specific variables as stated above, the time dummy variable 

(year) has been included in the regression model to observe the effect of time 

trend on bank expansion. The regression result shows that time has a significant 

positive influence on bank size. This shows keeping all other variables constant, 

over time the size of banks incases by 13.7%. This shows, as time passes and 

banks attain more experience and gets more familiarity in the society, they are 

able to distribute more loans and also have the pressure to retain the customers 

with updated products. These ultimately lead to an increase in asset size. 

Among the macroeconomic variables, GDP has a significant positive impact on 

banks’ growth as expected. As GDP of a country improves, it leads expansion of 

banks in asset size. Jeris, 2021 stated the same pattern of relationship. However, 
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the other macroeconomic variable, inflation, does not show any significant 

impact on bank size accepting the null hypothesis that inflation in an economy 

does not affect bank size significantly.  

6. Conclusion 

Banking industry all around the world has achieved enormous growth over last 

few decades. The same trend is found in Bangladesh. Taking a sample of 20 banks 

over a 10 years period, this study focuses on the factors that determines the size 

of banks in Bangladesh. Many studies have focused on the determinants of 

profitability of banks in developed countries as well as in Bangladesh but there 

are few studies focusing on bank size. By applying the GLS model on the panel 

data set, the study verifies the effect of bank specific variables and economic 

measures on the size of banks in Bangladesh. The analysis found that profitability 

has a direct and positive impact on bank size meaning. This finding indicates the 

fact that more profitable banks are usually bigger in size. This is because as banks 

earn profit, they can utilize this internal source of fund for acquiring better 

technology for their operation, provide more loans to customers which is their 

main form of assets and also are able to make more investments. All these 

attempts ultimately increase the asset size of banks. Along with the profit earning 

capacity, time trend and economic development of a country (GDP) also 

positively influence banks’ asset size. On the other hand, other factors like asset 

structure, liquidity, capital strength and credit risk have negative effect on size of 

banks.  

The findings of this study is helpful for bank management team and policymakers 

knowing about the factors that affect banks’ assets growth. By controlling the 

effective variables, the bank management team can enhance their assets growth 

which will ultimately facilitate them to reach to the goal of value maximization 

of the firm. However, the study has limitations as only 20 banks were included in 

the sample. Further study can be done by increasing the sample size and also 

incorporating more explanatory variables to evaluate the effect of them on bank 

size. Along with that focus can be further drawn on the relationship between asset 

structure and bank size. 
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Appendix 

Table 1: Multi-collinearity Test 

  Variable VIF 1/VIF 

lta 2.04 0.489891 

DPST 2.03 0.493497 

Inflation 1.49 0.669612 

NPL 1.35 0.739579 

EQRWA 1.34 0.745552 

ROE 1.25 0.798444 

GDP 1.05 0.955413 

Mean VIF 1.51 0.955413 
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Abstract 

MGNREGA is an important step taken by Indian government for its rural development. This study 

aims to assess the impact of MGNREGA on India's poverty reduction (PR) and rural development. The Panel 

Data Analysis (PDA) is used on secondary data of 22 states in India having timeframe 2018-20. The findings 

indicate that MGNREGA has no significant association with PR. However, it helps rural communities 

achieve financial inclusion (FI) and inclusive growth, as bank accounts opened under MGNREGA is 

positively linked with PR. The study captures conditional correlations between variables that are almost 

certain to occur in real-world circumstances. The findings will help the government observe the flaws 

existing in the Act on which they can improve in future. The existing researches on the relationship between 

MGNREGA and PR in India lacked empirical evidence. This study is unique, which addresses the problem 

empirically and indicates FI through MGNREGA helps PR. 

Keywords: MGNREGA, Poverty, Financial Inclusion, Rural development, Banking 

JEL Classification: O18, P2, P3  

1. Introduction  

Economic growth processes must make an effort to involve all facets of 

society, particularly when they are on a high growth trajectory. Small/marginal 

farmers' and the weaker segments of society's lack of access to financial services 

has been acknowledged as a severe challenge to economic development, 

particularly in emerging nations. Today one of the most crucial elements for 

inclusive growth (economic growth that improves the living standard of the large 

segment of population) and development of countries is financial inclusion. 
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When it was discovered that around 7.5 million people lacked a bank account, 

the term "financial inclusion" was first used in British slang. However, the idea 

of financial inclusion is not new in India. As per the committee on Financial 

inclusion headed by Dr. C. Rangarajan defines financial inclusion as “The process 

of ensuring access to financial services and timely and adequate credit where 

needed by vulnerable groups such as weaker sections and low-income groups at 

an affordable cost” (Rangarajan, 2008). 

Mahatma Gandhi National Rural Employment Guarantee Act (MGNREGA), 

earlier named as National Rural Employment Guarantee Act or NREGA, is one 

of the world's most extensive rural employment programs initiated by the 

government of India (Prattoy & Jagdish, 2011). MGNREGA is one of its kind, 

as, under this program, every needy and eligible unemployed individual in rural 

households can get a guaranteed wage job for 100 days each financial year. As 

we all know, India is mainly an agricultural country with unskilled rural 

labourers. The majority of the rural households rely on the wages they earn from 

unskilled, casual, and manual labour (Bhat & Mariyappan, 2015).  

This Act got proposed for the first time by the country's former Prime 

Minister, P.V. Narasimha Rao, in 1991. Then later in 2006, it was passed in the 

parliament, and in the first stage of implementation, the Act came into force in 

625 districts of India. This Act enables rural poor people to work during the lean 

season, keeping their consumption levels up and strengthening their livelihood 

and resource base during this critical period (Bhat & Mariyappan, 2015). 

MGNREGA plays a significant role in poverty reduction, development for poor 

peoples' socio-economic development and helps in employing women, SCs, STs 

(Chowdhury, 2019). This Act also ensures financial inclusion and transparency 

to the most vulnerable and marginalised members of society (Kumar & Kumar, 

2021), as poor, underprivileged, and low-skilled rural households account for 

70% of India's population (Karnataka, 2011). Financial inclusion can 

significantly improve the economic situation and living standards of the poor and 

the disadvantaged (Sahoo, 2013).  

We all have heard how these innocent people from villages and small towns 

get scammed and lose money and other valuable belongings. This Act helps 
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prevent workers from being defrauded and gives them more control over their 

wages, as the wages are settled through the bank account of each worker working 

under this Act (Prasanna et al., 2014). As per one of the provisions of this Act, 

wage payments are automatically transferred solely to MGNREGA recipients' 

bank or post office accounts. 

After the beginning of the COVID- 19 pandemic, its negative impact on all 

sectors of the economy resulted in widespread unemployment across the country 

(Turangi, 2021). This situation created panic among the working-class 

population. Many people experience depression and even decided to end their 

lives. The government can use MGNREGA and other programs to create new job 

opportunities and increase the employment rate once again in the country. Even 

before the pandemic, MNGREGA has provided jobs to millions of unemployed 

people living in India and helped them improve their living standards. However, 

as we are conducting our study including three years, 2018, 2019, and 2020, 

which includes the pre-pandemic period and the year it happened across the 

world. Therefore, this study gives us a chance to determine the impact of 

MNGREGA as a job providing instrument for rural poverty reduction even 

during the pandemic. 

A few significant types of research have been conducted that include the 

maximum number of states in India to assess the impact of MGNREGA on 

poverty reduction. We felt the need to study this area deeper as MGNREGA plays 

an essential role in poverty reduction and rural development in a developing 

country like India. Hope all the provisions mentioned in the Act get applied 

efficiently and effectively in the country. In that case, it has the potentials to 

improve the financial conditions of people by providing jobs to migrant workers, 

women, and other individuals who are capable but currently do not have any job 

(Sarkar & Kumar, 2011; Kumar and Joshi, 2013; Kumbhar & Naik, 2021). All 

these factors motivated us to conduct a study that involves finding the impact that 

MNGREGA might have on reducing poverty in India. 

This study will contribute in several ways to the present stock of knowledge. 

Firstly, most of the previous studies conducted are specific to one or two states in 

India, but in our study, we include data of 22 states of India. Secondly, no such 
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study has been conducted until now, which take the pandemic period. However, 

we include 2020 as one of the years to be studied for our research. Lastly, the 

MNGREGA has a significant role in our economy, as it helps generate 

employment, eventually leading to a vibrant economy. Therefore, researchers 

should keep conducting studies by including different types of states or areas, as 

it can help the government departments and officials in determining the actual 

effect that the Act has on different areas of the country. According to that, they 

can introduce some new changes in the Act. 

The remaining paper is structured in the following manner. The next section 

comprises a brief review of the Literature. The subsequent section involves a 

description of data, tables, methods, and models used, followed by the results and 

discussions of the study. Finally, the conclusion and limitations section will 

conclude the paper. 

2. Theoretical Model, Literature Review and Hypotheses Formulation 

The literature study is divided into four sub-sections: the first discusses 

Financial Inclusion and Development, the second is MGNREGA and Financial 

Inclusion, the third is MGNREGA and Poverty, and the fourth involves a brief 

explanation about MGNREGA and Rural Development. 

2.1 Financial Inclusion and Development in Asia 

Many studies for instance Park and Mercado (2015), Gunarsi, Sayekti and 

Dewanti (2018), Ratnawati (2020) and Churchill and Marisetty (2020) have 

analyzed impact of Financial inclusion on economic development of Asian 

countries. Financial inclusion positively affects poverty reduction and financial 

stability, and economic development in Asia (Ratnawati, 2020; Churchill & 

Marisetty, 2020). Income disparity in emerging Asia is decreased through raising 

financial inclusion or decreasing obligatory financial barriers. More steps must 

be taken to address the financial obstacles of low-income groups from banking 

and finance to reduce income disparity further (Park & Mercado, 2015; Gunarsih, 

Sayekti & Dewanti, 2018). People now have greater access to financial services 

thanks to financial inclusion. Services like banking, lending, insurance, and 

secured savings have become increasingly popular among all facets of the 
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population. They are now viewed as being crucial. Consumers and companies 

have increased the utilization of financial services, which has boosted regional 

economies (Tran & Le, 2021; Okoye., Erin & Modebe, 2017). Financial inclusion 

in China due account holdings is his higher than other BRICS countries 

(Fungáčová & Weill, 2015). Zulfiqar et al. (2016) argue that lack of requisite 

formalities and money are main barriers for financial inclusion in Pakistan.  

2.2 MGNREGA and Financial Inclusion 

Wage payment through banks and post offices increases payment visibility 

and efficiency while also increasing banking habits among rural Indians. 

MGNREGS gives the government more financial inclusion and sustainable 

development (N.P. et al., 2014; Malakar, 2013). MGNREGA Contributes to 

financial inclusion by allowing salary payments through the bank and post office 

accounts (Singh., 2020). The country has come a long way in establishing 

financial inclusion policies. However, some significant steps are still required to 

connect every citizen in the banking and financial system of the country. It is 

necessary to increase financial literacy to become familiar with financial products 

and financial procedures (Choudhary, 2017). The direct transfer of wages to 

beneficiaries' bank and post office accounts ushered in a paradigm shift, hastening 

the rural poor's financial inclusion (Das, 2015).  

Financial inclusion for MGNREGA beneficiaries is problematic, especially 

in the current economic situation. The world is already facing a pandemic, and 

all these problems directly impact citizens' financial condition, ultimately 

impacting their interest to get connected to the country's financial system. 

However, hopefully with time, creating awareness among different sections of 

the society will finally lead to more and more involvement of ordinary people. 

According to the World Economic Forum, the MGNREGA initiative has 

enhanced farmers' access to financial services. It also shows that the country has 

enhanced agricultural and economic development (Arunachalam & Kanniappan, 

2020). Access to financing for individuals who belong to weaker sections of 

society is a precondition for poverty alleviation and social stability, both of which 

have become critical components of our efforts to promote socio-economic 
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development. MGNREGA the UPA administration's flagship initiative, was 

innovative in its promise of inclusive development and financial inclusion, the 

right to work and worker integrity, and a rational, participatory engagement with 

the govt (Kapoor, 2014). While the importance of financial inclusion is widely 

recognised, no comprehensive metric would be used to compare the extent of 

financial inclusion among economies in the Literature (N.P. et al., 2014; N.P., 

2020). 

The government even tried to start one more program to improve peoples' 

overall connection to the banking system in 2014 by introducing Pradhan Mantri 

Jan Dhan Yojana (PMJDY). PMJDY has boosted the number of bank accounts 

for disadvantaged and poor populations by weakening KYC (“Know Your 

Customer”), yet account transactions are severely limited. Many accounts remain 

dormant. The lack of adequate income or a lack of funds to be deposited is the 

main reason for this situation (Bijoy, 2017). By reducing KYC, PMJDY has 

increased the number of bank accounts for disadvantaged and impoverished 

people, although account transactions are severely constrained. Due to a lack of 

sufficient revenue to route through them or money to deposit. Unemployment and 

poverty remain critical roadblocks to progress in developing economies such as 

India. Poverty and unemployment are frequently coupled with a shortage of social 

sector services, such as education, health, access to clean water, and nutritious 

food. The high prevalence of poverty and unemployment in rural regions has 

necessitated the implementation of a unique plan. 

2.3 MGNREGA and Poverty 

India is a country with about 1.3 billion population, with more than 70% of 

its population living in rural areas (Sarkar & Kumar, 2011). Before the advent of 

MGNREGA, they were primarily reliant on seasonal farm labourers and were 

compelled to travel to metropolitan areas to search for a job (Kumar & Kumar, 

2021). Poverty existed at various levels in various states (Badodiya et al., 2011). 

MGNREGA serves a significant purpose in involving rural people in 

development. It contributes to poverty reduction in rural regions by offering 100 

days of guaranteed employment (Rahmatullah, 2013). Infrastructure is built in 

villages, which is critical for the growth of rural and urban regions. MGNREGA 

also aids in the improvement of rural people's living standards (Bhat & 
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Mariyappan, 2015). Indeed, revenue created in rural regions will migrate to urban 

areas, and infrastructure development makes it easier for individuals to commute 

to cities regularly (Fischer & Ali, 2019). MGNREGA also improves rural 

people's living conditions (Das, 2016). 

MGNREGA also intends to improve the rural areas by improving the socio-

economic status of the people (Sarkar & Kumar, 2011). The rural economy is 

vital for the economic development of India. Employing rural residents will 

undoubtedly help in boosting the economy (Kumbhar & Naik, 2021). 

MGNREGA can reduce rural-to-urban migration. When a family's income 

increases, it usually significantly impacts their spending habits (Yadav, 2018). It 

is considered the world's most extensive anti-poverty program. It is indeed the 

largest anti-poverty initiative globally (Majhi, 2017). 

MGNREGA is much more than an initiative to reduce poverty in rural areas 

by improving the economy. Instead, it is a collection of policies that promote rural 

development while adhering to environmental protection (Das, 2019). 

2.4 MGNREGA and Rural Development 

MGNREGA is generating significant gains in employment generation and 

contributing to the general development of the rural sector by increasing water 

availability and soil fertility, resulting in improved agricultural production, 

afforestation, infrastructure development, environmental protection and socio-

economic development. MGNREGA is helping rural areas achieve financial 

inclusion and inclusive growth (Rahmatullah, 2013; Dey, 2020). Economic 

growth that reduces poverty and opens up employment opportunities is referred 

to as inclusive growth. It improves the living standard of the large segment of 

population and is fairly distributed across society (Rahmatullah, 2013; Dey, 

2020). MGNREGA was established to ensure the livelihood of a group of 

unskilled workers in rural areas in the state. It has instilled strength and 

confidence in the rural poor, particularly among women who work in 

environmental clean-up, deforestation, and road construction. The vast potential 

of this scheme enabled the poor to overcome the issues of poverty, education, and 

the need for modern health care facilities to a large extent (Pamecha & Sharma, 

2015). 
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The MGNREGA is the most realistic solution to rural poverty and 

unemployment. This legislation has signified a paradigm change from past 

employment programs (Singh, 2019). It promotes women's empowerment and 

reduces migration from rural areas, which is critical for rural and urban regions 

(Singh, 2014; Narayanan, 2017). 

The actual development of any country depends on the villagers or tribes 

living in rural areas. Most of the poor rural areas of the country mainly depend 

on the income earned through unskilled casual, physically regular labour (Das, 

2016; Vettriselvan et al., 2018). Panchayati Raj wants to implement programs, 

among other things; However, paucity of funds, salary, and gaps are all hindering 

the success of MGNERGA (Fischer & Ali, 2019; Bora, 2013; Das, 2019). 

Rural development refers to the process of enhancing the standard of living 

and financial security of residents of rural communities, which are frequently 

secluded and sparsely populated. The traditional focus of rural development has 

been the exploitation of land-intensive natural resources like agriculture and 

forestry. 

The current study involves exploring whether the initiative launched by the 

government of India, MGNREGA, is having any impact on poverty reduction and 

helping in the development of rural areas of the country. As far as the previously 

conducted studies are concerned, the existing research on the relationship 

between MGNREGA and poverty reduction in India lacked empirical evidence. 

The procedure also requires a unique perspective that has not been seen 

previously in the Literature. Therefore, the following hypothesis has been framed 

to empirically test the impact of MGNREGA on poverty reduction and rural 

development in Indian states. 

H1: MGNREGA positively impacts poverty reduction in India. 
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3. Data and Methodology 

The current section discusses the sample data, panel data model 

specifications, and variables used in the present study. 

3.1 Data 

The current paper has used the panel data for the following variables; 1) the 

poverty score,2) the number of farmers registered in MGNREGA,3) the number 

of bank accounts associated with MGNREGA, and 4) the number of transactions 

through the MGNREGA scheme. All these data are a representation of financial 

inclusion in rural India. The sample data has been collected for 22 Indian states 

considering three-year data (2018-2020). Table A1 reports the list of selected 

states. Only 22 states and three years (2018-2020) are chosen as the cross-section 

and period, respectively, due to the availability of enough data for the study to 

provide the present reflection and reliable outcome. The sample data is sourced 

from the database presented in RBI (Reserve Bank of India) and NABARD. 

Table-1 reports the variable definition.  

Table 1: Definitions of the Variables 

Variable Name Symbol Definition Literature 

Poverty score ps Poverty is a state or circumstance in 

which an individual or a group 

lacks the financial means and 

necessities for a bare living level. 

Poverty is defined as a situation 

where one's earnings from work are 

insufficient to meet fundamental 

human requirements. 

 

(SOUTHTRIPURA 

DISTRICT, 2006; 

Yadav, 2018; Sarkar 

& Kumar, 2011). 

Registered in 

MGNREGA 

(Number) 

Mgnrega_n The MGNREGA was passed on 

August 25, 2005, known as the 

Mahatma Gandhi National Rural 

Employment Guarantee Scheme 

(MGNREGS). Adult members of 

every rural family willing to 

conduct public work-related 

unskilled manual labour at the 

statutory minimum pay are legally 

guaranteed one hundred days of 

employment every financial year 

(Badodiya, et al., 

2011; Bhat & 

Mariyappan, 2015). 
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Variable Name Symbol Definition Literature 

under the MGNREGA. This Act 

was enacted to increase the buying 

power of rural people, mainly 

through providing semi-skilled or 

un-skilled jobs to those living in 

poverty in rural India. 

Bank account 

(Number) 

BA_n MGNREGA helps poor households 

to conduct critical financial 

responsibilities such as storing 

money safely outside the house by 

facilitating the creation of bank or 

post office accounts and salary 

payment transactions through these 

accounts. 

 

(Sahoo, 2013; 

SIMDEGA, 2017; 

SOUTHTRIPURA 

DISTRICT, 2006). 

Bank 

transaction 

(Number) 

BT_n In May 2008, the government 

announced that wage payments 

under the MGNREGA Act, the 

world's most significant rural public 

works programme, would be made 

through banks and post offices to 

ensure prompt payment to 

MGNREGA employees and 

financial inclusion. The traditional 

metric for the breadth of financial 

services is the percentage of 

persons in a specific area who have 

a bank account. Poor households 

can utilise a bank account to 

accomplish critical financial 

responsibilities. These include 

safely storing money outside the 

home, obtaining credit, making 

loans or premium payments, and 

transferring money. 

 

(Sahoo, 2013; 

SIMDEGA, 2017; 

SOUTHTRIPURA 

DISTRICT, 2006). 

Note: Where Mgnrega_n, BA_n and BT_n Represent Financial Inclusion. 

3.2 Methodology 

The panel data analysis (PDA) has been employed to test the assumed 

hypothesis. The current paper has used PDA due to its advantage over only time-

series or cross-section analysis. As per Baltagi et al. (2009) and Baltagi (2008), 

PDA reveals the cross-section and time-series approach characteristics and 
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provides more information and variability. The present study specifies three PDA 

models presented as follows: 

Model 1: 𝑌𝑖𝑡 = 𝑐𝑜𝑛𝑠𝑡. +𝛽𝑙𝑚_𝑟𝑒𝑔𝑖𝑡 + 𝑢𝑖𝑡                    (1) 

Where Yit is the dependent variable poverty score (i.e. ps). Const is a 

constant term. 𝛽 is coefficient for independent variables are number of registered 

people in MGNREGA. 

Model 2: 𝑌𝑖𝑡 = 𝑐𝑜𝑛𝑠𝑡. +𝛽𝑙𝑚_𝑏𝑎𝑖𝑡 + 𝑢𝑖𝑡                        (2) 

Where Yit is the dependent variable poverty score (i.e. ps). Const is a 

constant term. 𝛽 is coefficient for independent variables are number of the bank 

accounts. 

Model 3: 𝑌𝑖𝑡 = 𝑐𝑜𝑛𝑠𝑡. +𝛽𝑙𝑚_𝑎𝑚𝑡𝑖𝑡 + 𝑢𝑖𝑡                     (3) 

Where Yit is the dependent variable poverty score (i.e. ps). Const is a 

constant term. 𝛽 is coefficient for independent variables are number of the 

transaction amount where all the values of independent variables are in natural 

log values. 𝑢𝑖𝑡  is the error term. The subscript it represents ith state at time t.                     

A detailed description of the variables is reported in Table-1. 

4. Results and Analysis 

This section explains the results of descriptive statistics, correlation matrix, 

and the outputs of all the three models specified in the previous section.  

4.1 Descriptive Statistics 

Table 2: Descriptive Statistics 

Variables Mean SD Min Max 

ps 58.667 10.557 28 76 

m_reg 7159483.258 7388803.331 14782 25437311 

m_ba 3754557.494 4046959.774 7466 16259498 

m_amt 141276.470 152061.914 25.63 587366.7 
Note: Mean, SD, Min and Max are mean values, standard deviation, the minimum and maximum value of 

the used variables, respectively. 
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Table-2 and Table-3 demonstrate the descriptive statistics and correlation 

matrix, respectively, for the variables used in the study. The mean value of the 

poverty score is 58.667 signalling a moderate poverty level in India. Its Standard 

deviation is 10.557; therefore, these scores do not much away from its mean 

value. The maximum and minimum poverty scores are 76 and 28, respectively. 

The mean value of the number of MGNREGA registrations (m_reg) is 7159483 

showing that many people are registered in the scheme. The standard deviation 

of number of m_reg is 7388803.331. This result indicates a high deviation from 

its mean value. The minimum and maximum values m_reg for are 14782 and 

25437311, respectively. 

Further, the mean value of the number of MGNREGA bank accounts (m_ba) 

is 3754557.494, which shows that m_ba are allotted to many people across India. 

The standard deviation of 4046959.774 is high from the average value of m_ba. 

The minimum and maximum values of m_ba are 7466 and 16259498, indicating 

a vast difference between states' minimum and the maximum number of 

MGNREGA bank accounts. Lastly, the mean value of the MGNREGA 

transaction amount in carore (m_amt) is INR 141276.470. This result indicates 

that a good amount of transactions through MGNREGA has taken place in these 

states on average. Its standard deviation is 152061.914 showing a high deviation 

from the mean value. The minimum and maximum values for m_amt, are 25.63 

and 587366.7. It also indicates a vast difference between the states' minimum and 

maximum transactions.  

Table 3: Correlation Matrix 

Variables          ps m_reg m_ba m_amt 

ps 1    

m_reg -0.1974 1   

m_ba -0. 126  .9767* 1  

m_amt -0. 0133  .9347* .9315* 1 

Note: values represent the coefficient of correlation. * represents significance level at 5%.     

In Table-3, the correlation matrix of variables is depicted. The correlation 

between m_reg and m_ba is .9767 showing a strong, positive, and significant at 

5%. The m_reg and m_amt also have a strong positive correlation (0.9347 at 5% 
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significance). The m_ba and m_amt also show a strong positive correlation 

(0.9315 at 5% significance. The rest of the correlations between variables has not 

been found significant. 

4.2 Result of Model 1 

Table 4: Result of Regression Analysis (Model 1) (Fixed Effect Model) 

Note: 1Wald test of heteroscedasticity has the null of no heteroscedasticity. 2Wooldridge test of 

autocorrelation in the panel has the null of no autocorrelation (with 1 lag). σiμ is the variance of 

individual effect (states in this case). Theta estimates the fitness of the random effect model 

(higher is better). Robust estimates are estimated due to significant Heteroscedasticity and 

Autocorrelation. DV is ps (Poverty Score). It is measured on a scale of 1-100, and the lower means 

poor. lm_reg is the log of the MGNREGA registrations in number. * sig at 5%. ** sig at 10%. 

Table-4 reports the outcomes of the regression analysis of Model 1 having 

ps (poverty score) as the dependent variable and lm_reg (log value of m_reg) as 

the explanatory variable. First, considering the model diagnostics, F-test signals 

for fixed effect (F.E.) model but Bruesh -Pagan test contradicts for F.E. and 

indicates for random effect (RE) as both tests have significant p-value (0.0001 

and 0.0003 for F-test and B-test, respectively) at 1 per cent. Therefore, the 

Hausman test has been performed, which supports the fitness of F.E. as its p-

value is significant (0.03<0.05) (Torres-Reyna, 2007; Baltagi, 2008). 

Part A (Coefficient Analysis) Dependent Variable: ps  

Variable Name 
Standard Errors (Normal) Robust Standard Errors 

Coefficient SE p-value Coefficient SE p-value 

Constant -1149.714* 555.6393 0. 043 -1149. 714 573.49 .054 

lm_reg 81.7359* 37.5838 0. 034 81.7359* 38.791 0.044. 

Part B (Model Estimates) 

F-test (Model) 4.73*(.0335)  

R-Square  0.0720  

σμi 0.9975 0.9975 

F-test Fixed Effect 3.11* (.0001)  

Breush-Pagan Test 12.02* (.0003) 

Hausman Teat 4.68 *(.0306) 

No of observations (n) 93 

Degree of freedom 61 

Wald test for 

Heteroscedasticity1 

1.1e+06* (.0000) 

Wooldridge 

Autocorrelation Test2 

AR (1) 

19.181* (.0001) 
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R-square value comes out to be 7.2 per cent. The value of σiμ is 0.9975 

showing the variance in individual effect which associates to intercept (as Model 

is FE). Wald test confirms the presence of heteroscedasticity as the p-value is 

lower than 5 per cent (Torres-Reyna, 2007; Baltagi, 2008). Wooldridge test 

validates the existence of autocorrelation (Wooldridge, 2010) as having a 

significant p-value at 5 per cent. Due to heteroscedasticity and autocorrelation, 

robust estimates have also been mentioned (Baltagi, 2008; Baltagi et al., 2009).  

The coefficient of lm_reg is 81.735, and its p-value is 0.03. This output 

indicates a positive and significant relationship between lm_ba and ps (poverty 

score). Robust estimates also confirm a similar result. Therefore, lm_reg 

(MGNREGA registrations) positively influences poverty in India. Hence, it 

supports the assumed hypothesis H1.  

4.3 Result of Model 2 

Table 5: Result of Regression Analysis (Model 2) (Fixed Effect Model) 

Part A (Coefficient Analysis) Dependent Variable: ps  

Variable Name 
Standard Errors (Normal) Robust Standard Errors 

Coefficient SE p-value Coefficient SE p-value 

Constant -516.4254* 80.1974 0.000 -516. 4254* 95.466 0.000 

lm_ba 40.835* 5.6943 0.000 40.835* 6.7787 0. 000 

Part B (Model Estimates) 

F-test (Model) 51.43*(.0000)  

R-Square  0.4574  

σμi 0.9946 0.9946 

F-test Fixed Effect 6.91* (.0000)  

Breush-Pagan Test 11.82*(.0003) 

Hausman Teat 33.92*(.0000) 

No of observations (n) 93 

Degree of freedom 61 

Wald test for 

Heteroscedasticity1 

18449.54* (.0000) 

Wooldridge 

Autocorrelation Test2 

AR (1) 

0.199* (.6584) 

Note: 1Wald test of heteroscedasticity has the null of no heteroscedasticity. 2Wooldridge test of 

autocorrelation in the panel has the null of no autocorrelation (with 1 lag). σiμ is the variance 

of individual effect (states in this case). Robust estimates are estimated due to significant 

Heteroscedasticity and Autocorrelation. DV is ps (Poverty Score). It is measured on a scale of 

1-100, and lower means poor. lm_ba is the log of the MGNREGA bank accounts in number. * 

sig at 5%.  
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In Model-2, the association between ps and lm_ba (i.e., natural log of m_ba) 

is investigated. Table-5 presents the regression outcomes of Model-2. The F-test 

supports the fixed-effect model as its p-value is significant at 0.05. However, 

Bruesh-Pagan test indicates the random effect as it is significant at 0.01. As there 

is no consensus on F.E. or RE in the existing model, the Hausman test is further 

performed, which confirms the fixed effect model to be followed due to having a 

significant p-value (0. 00<0.05) (Torres-Reyna, 2007; Baltagi, 2008). The R-

square value shows only 45.74 per cent variability in ps can be explained by the 

independent variable lm_ba. The σiμ value of 0.9946 shows the variance in 

individual effect associated with intercept (as the model has F.E.). Moreover, the 

Wald test rejects the null of no heteroscedasticity as its p-value is significant at 

0.05(Torres-Reyna, 2007; Baltagi, 2008). The Wooldridge test confirms that 

there is no first-order autocorrelation (Wooldridge, 2010) as its value is 

insignificant (p-value> 0.05). As heteroscedasticity exists, robust estimates are 

also reported (Baltagi, 2008; Baltagi et al., 2009). 

The explanatory variable lm_ba also has a negative coefficient (44.835) and 

p-value (0.000) lower than 0.05. This result indicates that lm_ba has positive and 

significant connectivity to poverty scores (ps). The identical results are reported 

in the Robust estimates as well. Therefore, it supports hypothesis H1. It implies 

that MGNREGA bank accounts positively affects poverty in India. 

4.4 Result of Model 3 

Table 6: Result of Regression Analysis (Model 3) (Random Effect Model) 

Part A (Coefficient Analysis) Dependent Variable: ps  

Variable Name 
Standard Errors (Normal) Robust Standard Errors 

Coefficient SE p-value Coefficient SE p-value 

Constant 63.4289* 7.8486 0 63.4389* 5.279 0 

lm_amt -0. 4404 0.7128 0.537 -0.4404 0.5187 0.396 

Part B (Model Estimates)       

F-test (Model) 0.38(.5366)  

R-Square  0.0285  

σμi 0.4121 0.4121 

F-test Fixed Effect 3.08* (.0001)  

Gautam, Rastogi, Kanoujiya and Rawal: Impact of Financial Inclusion on the Poverty        63 



 

Part A (Coefficient Analysis) Dependent Variable: ps  

Variable Name 
Standard Errors (Normal) Robust Standard Errors 

Coefficient SE p-value Coefficient SE p-value 

Breush-Pagan Test 13.46*(.0001) 

Hausman Teat 2.29*(.1303) 

No of observations (n) 93 

Degree of freedom 61 

Wald test for 

Heteroscedasticity1 
5034.93* (.0000) 

Wooldridge 

Autocorrelation Test2 AR 

(1) 

29.202* (.0000) 

Note: 1Wald test of heteroscedasticity has the null of no heteroscedasticity. 2Wooldridge test of 

autocorrelation in the panel has the null of no autocorrelation (with 1 lag). σiμ is the variance of 

individual effect (states in this case). Robust estimates are estimated due to significant 

Heteroscedasticity and Autocorrelation. DV is ps (Poverty Score). It is measured on a scale of              

1-100, and lower means poor. lm_amt is the log of the MGNREGA amount of bank 

transactions in INR. * sig at 5%. 

Model-3 investigates the relationship between ps and lm_amt (MGNREGA 

amount transaction log value). Table 6 demonstrates the outputs of Model 3. In 

this, both F-test and the Bruesh -Pagan test contradict each other for the presence 

of F.E. or RE as both tests exhibit the significant p-value (i.e., 0.0001) at 1 per 

cent. Hence, the Hausman test employed to check the suitability of RE or F.E. 

The Hausman test also indicates for the random effect to be considered as it has 

the p-value exceeding significance level (0.13>0.05) (Torres-Reyna, 2007; 

Baltagi, 2008). R-square value exhibits 2.85 per cent variability in ps that the 

independent variable lm_amt can explain. The σiμ value of 0.4121 shows the 

variance in individual effect, which connects to the error term (as the model has 

RE). Wald test rejects the null of no heteroscedasticity as its value is lower than 

5 per cent significance (Torres-Reyna, 2007; Baltagi, 2008). The Wooldridge test 

also confirms the availability of autocorrelation (Wooldridge, 2010) as its value 

is significant at 5 per cent. Due to the presence of heteroscedasticity and 

autocorrelation, the robust estimates are taken into consideration (Baltagi, 2008; 

Baltagi et al., 2009).  
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The explanatory variable lm_amt has a negative coefficient (-0.4404) with 

an insignificant p-value (0.396) greater than 0.05. This output indicates that 

lm_amt has no significant link to ps. The robust estimates also confirm a similar 

result. This further implies lm_amt has no significant impact on poverty. 

Therefore, it rejects hypothesis H1.  

5. Discussion 

With the help of the methodology used in our paper, the hypothesis 

formulated is proved significant and cannot be rejected. According to the study, 

it is found that MGNREGA is directly beneficial in producing income for rural 

families by providing wage employment. This might be due to people 

engagement in job offerings by MGNREGA resulting in poverty alleviation. 

However, when transaction amount is concerned, it does not significantly affect 

poverty. This might be the case that the wages offered to the people through the 

MGNREGA scheme is not sufficient for improving their livelihood standard. 

Therefore, it is insignificant for poverty alleviation. The current study evaluates 

MGNREGA's influence on poverty reduction: 1) it can reduce rural-to-urban 

migration (Pamecha & Sharma, 2015); 2) it has various advantages in job creation 

and general rural development; and 3) it also facilitates enhanced water 

availability and soil fertility, which leads to more excellent agricultural 

production, afforestation, infrastructural development, improvement of living 

standards, and pollution prevention (Singh, 2014). MGNREGA is still the most 

suitable approach for alleviating rural poverty, unemployment situation and 

helping in policy formulation (Das, 2016). 

Unlike most studies conducted in this area, we decided to study the impact 

of MGNREGA on poverty reduction in India using Panel Data Analysis (PDA). 

PDA approach is beneficial in many ways. It monitors unobserved variables and 

assists in determining the cumulative effect of reason on the output while also 

accounting for mutual covariance. PDA better captures the behavioural aspects 

of MGNREGA and its impact on poverty reduction than by traditional 

econometric or deterministic analysis (Baltagi, 2008; Baltagi et al., 2009). 

Deployment of the PDA models makes this study different and comparatively 

more reliable than previously conducted researches in this area.  
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Our research has the following research implications. Firstly, our study can 

be used by the governmental departments responsible for village development in 

India to determine whether the provisions and regulations mentioned in the Act 

are helpful for the betterment of society on the ground level. Secondly, the 

common people of India can also gain some knowledge about the overall effects 

that these types of acts can have on the development of the country. Eventually, 

people will become more interested in knowing the positive and negative impacts 

of other kinds of initiatives run well by the government in the country.  

6. Conclusion and Limitations  

6.1 Conclusion 

This paper aims to explore the impact of the implementation of MGNREGA 

on poverty reduction and development in rural areas of Indian states. We analysed 

in this paper that MGNREGA has a significant and positive relationship with 

poverty reduction. It implies that MGNREGA helps in poverty alleviation in rural 

India. The findings indicate that Infrastructure is built in the villages, which is 

critical for the growth of both rural and urban communities. Indeed, development 

in rural areas will make it comparatively more accessible for individuals to 

migrate to cities regularly or find job opportunities in their villages. This initiative 

is assisting rural areas in achieving financial inclusion and inclusive growth. 

6.2   Limitations 

Two significant factors, poverty reduction and rural development, have been 

covered in our study. However, many other problems need to be eradicated to 

create a fully developed country. The major limitation observed in our paper is 

that the period covered in the study is too short. So, it is advised to future 

researchers to include other factors in their study, and they can also increase the 

number of years to be studied in the study. Hence, the scope for future research 

work on this issue is clearly noted.  
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Abstract 

The current study aims to fill these identified gaps: a) the use of chatbots in mobile banking                   

(M-banking) amongst the elderly remains an under-researched area from an emerging market perspective; 

and b) the majority of studies on m-banking have taken a static view of adoption and loyalty, and thus lack 

a longitudinal study. Using a Google survey-based questionnaire, the perceptions of 593 elderly m-banking 

users are gathered in order to test the conceptual model using AMOSv.22-based structural equation 

modelling while conducting multi-group analysis to differentiate the behaviour of chatbot-enabled m-

banking users versus chatbot-disabled m-banking users for a reputable bank. At both the pre-adoption and 

post-adoption stages of chatbot-enabled m-banking, the findings indicate that perceived intelligence, 

perceived ease of use, and anthropomorphism led by chatbots have a significant impact on attitudes towards 

m-banking. Additionally, chatbot-based m-banking (as opposed to chatbot-disabled m-banking) has a 

substantial impact on bank attitude and customer loyalty in the post-adoption phase of m-banking.                             

In addition, the use of chatbot-based m-banking over time significantly increases customer loyalty and usage 

frequency towards a bank. As a result, the study has substantial theoretical and practical implications for 

developers and banks in emerging nations that target elderly consumers, such as India. This study provides 

unique insights into the AI and m-banking literature that are applicable to scenarios involving vulnerable 

populations and emerging markets, which have been mostly disregarded by previous research. Such 

observations have substantial ramifications for banks and developers in terms of product design, 

communication, and customer life cycle management applicable to elderly consumers in India's expanding 

market. 
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1. Introduction 

Mobile banking (m-banking) is the most innovative technological 

development that has revolutionised banking globally by enabling money 

transfers, bill payments, opening deposits, and investments with cost efficiency 

and convenience by allowing consumers to connect with the bank whenever and 

wherever they choose (Merhi et al., 2020; Thusi & Maduku, 2020; Geebren et al., 

2021). Despite these benefits, customers in developing countries are hesitant to 

adopt and use this technology. This phenomenon is more pronounced among the 

elderly, thus creating a digital divide in technology adoption (Choudrie et al., 

2018). Scholars have argued that it is essential to study m-banking among the 

elderly from an emerging market perspective, as the vast majority of previous 

research has been conducted from the perspective of developed nations (Choudrie 

et al., 2018; Hassan & Wood, 2020). Various studies on m-banking have revealed 

that age and gender play a significant role in determining the adoption and 

utilisation of m-banking (Chaouali & Souiden, 2018; Choudrie et al., 2018). In 

contrast, Malaquias and Hwang (2019) found that age has no bearing on the 

adoption and utilisation of m-banking, which further motivates the study of the 

elderly segment. According to research, the elderly are vulnerable consumers 

who are more likely to be socially excluded, raising concerns about how to 

improve their inclusion in service disciplines such as technology adoption and 

use (Bianchi, 2021). Age-related impairments that limit the visual, auditory, 

motor, and cognitive abilities of elderly consumers, as well as a lack of formal 

training in technology, lower self-efficacy, and frustration with new technology, 

are some of the obstacles to the adoption and use of new technology (Lee et al., 

2011). COVID-19 is known to have led to more internet-based services, but it has 

also shown again how hard it is for older people to learn how to use and adopt 

new technologies (Seifert et al., 2020).  In addition, the last decade was the era of 

Artificial Intelligence (AI), and there are numerous accounts of its use in mobile 

banking (Brynjolfsson and McAfee, 2014; Eren, 2021). Innovative solutions such 

as chatbots have revolutionised Human-computer Interactions (HCI) by allowing 

humans to ask questions and receive answers from machines without any 

limitations, led by natural language programming (Karri and Kumar, 2020), and 

this has been utilised by banks to promote their products and services online in 
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real time in a cost-effective manner (Eren, 2021). Existing literature on                           

m-banking with HCI has examined how chatbots are instrumental in promoting 

mobile banking adoption and customer loyalty, particularly from the perspective 

of developed economies (Payne et al., 2018; Eren, 2021; Payne et al., 2021). 

Sinha & Sheth (2018) say that research results from developed economies can't 

be used directly in emerging markets because of differences in culture, security, 

social, political, and technological factors. Moreover, most studies on adoption 

or usage of AI amongst the elderly are either focused on elderly care or shopping 

contexts (Iwamura et al., 2011; Caic et al., 2018; Wirtz et al., 2018; Ling et al., 

2021), and the authors are unaware of any study that examines the context of 

chatbot adoption and usage for mobile banking amongst the elderly. Dinsmore et 

al. (2017) and Fang (2019) have emphasised the importance of examination of 

technology adoption and loyalty for each specific context. In addition, there is no 

study comparing the effects of initial adoption versus continuous use of chatbots 

on m-banking and bank loyalty. However, a recent body of research on mobile 

commerce recommends a longitudinal approach to better understand consumers' 

attitudes and behaviour over time by re-contacting the same set of respondents 

(Fong et al., 2017; Fang, 2019). Keeping the preceding context in mind, and using 

a combination of problematization (challenging existing assumptions through a 

rationale/contrast/alternative study) and gap- spotting approaches (highlighting 

confusion/neglect in the current work) (Sandberg & Alvesson, 2011), research 

questions were formulated in accordance with the works of Chaudhuri and Singh 

(2021), Chavan et al. (2021), and Rahman (2021). 

(1) Does chatbot-based m-banking promote loyalty and usage among 

elderly users in emerging markets?  

(2) How does chatbot-based m-banking promote loyalty and usage among 

elderly users in an emerging market's pre-adoption versus post-

adoption stages? 

In order to answer the questions above, the goal of this study is to use a 

longitudinal method to look at how older Indian consumers use m-banking with 

and without chatbots. In line with established literature on technology adoption 

and usage (Chaouali et al., 2017; Chi, 2018; Mclean et al., 2020), the study 
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develops an extended Technology Acceptance Model (TAM) adapted to the AI 

context , and in doing so, it examines the effects of ‘perceived intelligence’, 

‘anthropomorphism’, ‘Perceived Ease of Use’ (PEOU), and ‘perceived 

usefulness’ (PU) of chatbot-based m-banking, and in-turn on its consequences 

thereof; whereby ‘perceived intelligence’ (Balakrishnan & Dwivedi, 2021) and 

‘anthropomorphism’ (Chen, 2017) remain well documented concepts 

instrumental in adoption of new technologies, especially AI being studied under 

TAM), alongside ‘PEOU’ and ') (Singh & Srivastava, 2018), which gets studied 

under the ambit of TAM conventionally. The instant research is structured to 

contain several sections. In the post-introduction section, we define the 

theoretical background, hypotheses, and conceptual model. Subsequently, we 

discuss materials and methods, which include the sampling procedure, scales 

identified, and the analysis. Furthermore, we explain the results followed by 

discussion, including theoretical and managerial implications, and limitations 

thereof with future directions thereof. 

2. Theoretical Background and Hypotheses  

2.1 AI-based Chatbots & M-banking 

Chatbots (Chatter bots) are considered a type of computer-based assistant 

interacting with humans either by voice or text messaging (Maudlin, 1994). 

Banks have started assisting their customers through text-based chatbots to avoid 

human interaction handling issues with voice-based chatbots like voice pitch, 

gesture, and voice modulation. AI-based chatbots have been considered cost-

efficient and can save up to $8 billion in the banking and insurance sectors by 

2022 (Foye, 2018). It is one of the best AI-based innovations since 2018 which 

has become trendy among millennials, suiting their quirks and also spreading like 

the ‘Chatbot tsunami’ initiated in 2010 (Grudin & Jacques, 2019; Folstad & 

Skjuve, 2019; Kasilingam, 2020; Sheehan et al., 2020). It is also predicted that 

by 2022, 85% of customers will be served through chatbots (Clark et al., 2019). 

Gupta & Sharma (2019) and Sarbabidya & Saha (2020) found that m-banking 

customers are interested in using chatbots because they are curious, technology 

is getting better, and it's easy. Recently, banks have started using chatbots to serve 

customers through Customer Relationship Management (CRM), sell, and 
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recommend the best products to customers (Eren et al., 2020). With voice-based 

chatbots like Amazon’s Alexa, Apple‘s Siri, and Microsoft’s Cortana, this 

technology has come a long way, adding a human angle to interactions (Rapp et 

al., 2021).  

2.2 Revised Technology Acceptance Model 

Extant literature on technology adoption considers Perceived Ease of Use 

(PEOU) and perceived usefulness to positively influence consumers' attitude 

towards technology (Davis et al., 1989), where PEOU signifies the extent to 

which a user believes that the technology under use will be easy and will be free 

from effort, and perceived usefulness means the extent to which a user perceives 

that using a given technology will enhance the performance of the task (Davis, 

1989). According to studies such as Chaouali et al. (2017), Chi (2018), and 

Mclean et al. (2020), TAM should be tailored to the specific contexts. Extant 

literature on AI suggests that perceived intelligence and anthropomorphism are 

two key distinct features of chatbots which act as antecedents for adoption of 

chatbots (Pillai & Sivanthu, 2020; Balakrishnan and Dwivedi, 2021); where 

perceived intelligence is the perception that the intelligent agent’s behaviour is 

efficient and autonomous with the ability to process and produce natural language 

and deliver effectual output (Moussawi & Koufaris, 2019); and 

anthropomorphism signifies human-like aspects like warmth and pain being 

experienced in non-human interface by the user (Epley et al., 2007). In line with 

the work of Pillai & Sivanthu (2020) and Balakrishnan & Dwivedi (2021) on AI-

led m-commerce and chatbot-based tourism, respectively, we propose combining 

perceived intelligence and anthropomorphism to fit the current situation.  

2.3 Perceived Intelligence 

It is always found to be difficult when a machine interacts with humans for 

a long time, hence it is always expected of AI machines like chatbots to 

intelligently behave and provide competent solutions (Pillai & Sivathanu, 2020; 

Driebe et al., 2021). In the case of travel planning, perceived intelligence 

influences adoption intention (Pillai & Sivathanu, 2020). Human Robot 

Interaction (HRI), which forms a major part of using chatbots, is based on many 
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concepts, one of which is perceived intelligence, along with anthropomorphism, 

likeability, animacy, and perceived safety (Luo et al., 2021). There has been a 

major problem with AI linked to understanding human behaviour due to the 

extent to which robotic intelligence is needed (Epley et al., 2007; Sheehan et al., 

2020). It is a difficult task for robots to reciprocate intelligently, and they are 

scrutinised minutely by humans in a long interaction (Bertneck et al., 2009; Rau 

et al., 2009; Luo et al., 2021). It remains a well-established feature of HRI that 

the perceived intelligence of the chatbots positively affects the adoption intention 

of these as they are expected to behave intelligently (Pillai & Sivathanu, 2020). 

The intelligence provided by machines increases the operational efficiency with 

good quality of service (Yang et al., 2020). In another study, Balakrishnan & 

Dwivedi (2021) found that how smart people think digital assistants are affects 

how they feel about them and whether they plan to buy them in the future. In line 

with above, we hypothesise: 

H1a: Perceived intelligence (chatbot-enabled) has a stronger and positive effect 

on attitude towards m-banking than the effect of perceived intelligence (chatbot-

disabled) (pre-adoption scenario) 

H1b: Perceived intelligence (chatbot-enabled) has a stronger and positive effect 

on attitude towards m-banking than the effect of perceived intelligence (chatbot-

disabled) (post adoption scenario) 

H1c: Perceived intelligence (chatbot-enabled) (post adoption scenario) has a 

stronger and positive effect on attitude towards m-banking than the effect of 

perceived intelligence (chatbot-disabled) (pre-adoption scenario) 

2.4 Perceived Ease of Use 

As discovered and used in the technology acceptance model (TAM) by Davis 

(1989), perceived ease of use, which is a part of the theory of reasoned action, 

has been defined as the "degree to which an individual believes that using a 

particular technology will be free from mental effort" (Davis et al., 1989). TAM 

has been considered as the most appropriate model for studying customers' 

intentions in alternate banking channels (Alalwan et al., 2016). Customers are 

more likely to accept and use technology that is easier for them to use. Through 
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TAM, it is deduced that perceived ease of use with perceived usefulness is the 

most influential factor for acceptance of mobile banking in Jordan (Alalwan et 

al., 2016). It has been well established that a customer has a preconceived notion 

about the level of difficulty of the technology to be used (Jan & Contreras, 2011; 

Kasilingam, 2020). Perceived ease of use is also estimated as a determining factor 

in the acceptance of chatbots in India (Kasilingam, 2020). Also, in the case of 

attitudes towards m-commerce mobile apps, perceived ease of use was found to 

be an indicator (McLean et al., 2020). Based on the studies done earlier about the 

impact of perceived ease of use on attitudes, the following hypothesis has been 

framed: 

H2a: PEOU (chatbot-enabled) has a stronger and positive effect on attitude 

towards m-banking than the effect of PEOU (chatbot-disabled) (pre-adoption scenario) 

H2b: PEOU (chatbot-enabled) has a stronger and positive effect on attitude 

towards m-banking than the effect of PEOU (chatbot-disabled) (post adoption 

scenario) 

H2c: PEOU (chatbot-enabled) (post adoption scenario) has a stronger and 

positive effect on attitude towards m-banking than the effect of PEOU (chatbot-

disabled) (pre-adoption scenario) 

2.5 Perceived Usefulness 

Originally proposed by Davis et al. (1989), perceived usefulness refers to the 

degree to which a specific system improves the efficiency of work. Mobile 

banking usage is positively influenced by perceived usefulness (Akturan & 

Tezcan, 2012). It has been suggested that it plays a crucial role in Australian 

consumers' intentions to adopt mobile banking (Wessels & Drennan, 2010). 

Perceived utility has played a significant role in Iran's adoption of mobile banking 

(Hanafizadeh et al., 2014). Performance expectatancy, as proposed by Venkatesh 

et al. in 2003, has been viewed as a replica factor of perceived usefulness, which 

has been identified as a critical factor for internet banking usage among Jordanian 

customers (Qeisi & Abdallah, 2013). In the travel industry, Pillai & Sivathanu 

(2020) found that how useful people think chatbots are has a big impact on how 

many people use them. Alalwan et al. (2021) determined that perceived 
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usefulness is the most influential factor in the usage and adoption of mobile 

banking in Jordan.  

H2d: PU (chatbot-enabled) has a stronger and positive effect on attitude towards 

m-banking than the effect of PEOU (chatbot-disabled) (pre-adoption scenario) 

H2e: PU (chatbot-enabled) has a stronger and positive effect on attitude towards 

m-banking than the effect of PEOU (chatbot-disabled) (post adoption scenario) 

H2f: PU (chatbot-enabled) (post adoption scenario) has a stronger and positive 

effect on attitude towards m-banking than the effect of PEOU (chatbot-disabled) (pre-

adoption scenario) 

2.6 Anthropomorphism 

Humanlike characteristics, motivations, and intentions portrayed by AI-

supported machines which interact with humans are at the core of 

anthropomorphism (Epley et al., 2007). Cognitive and motivational determinants 

of anthropomorphism: elicited agent knowledge, which is established knowledge 

from within and acquired knowledge about non-humans used to affix established 

knowledge, is clubbed with effectance motivation and social motivation (Epley 

et al., 2007). It can be explained as a process of understanding uncertainty by 

increasing predictability with feelings of efficacy. Anthropomorphism has 

recently been used for consumer behaviour in human-computer interaction (HCI) 

(Adam et al., 2020; Manchanda & Deb, 2021; Moussawi et al., 2021). For chatbot 

development, it is the main factor considered as there is a direct interaction 

between humans and non-humans (Sheehan et al., 2020). Hence, since humans 

have been anthropomorphising since childhood due to the motivation of society, 

using chatbots for customer assistance makes them feel comfortable, especially 

lonely people (Wellman & Evans, 2010; Epley et al., 2021). 

H3a: Perceived anthropomorphism (chatbot-enabled) has a stronger and positive 

effect on attitude towards m-banking than the effect of perceived 

anthropomorphism (chatbot-disabled) (pre-adoption scenario) 
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H3b: Perceived anthropomorphism (chatbot-enabled) has a stronger and positive 

effect on attitude towards m-banking than the effect of perceived 

anthropomorphism (chatbot-disabled) (post adoption scenario) 

H3c: Perceived anthropomorphism (chatbot-enabled) (post adoption scenario) 

has a stronger and positive effect on attitude towards m-banking than the effect 

of perceived anthropomorphism (chatbot-disabled) (pre-adoption scenario) 

2.7 Attitude towards Mobile Banking 

Fishbein & Ajzen (1975) defined attitude as a construct with three 

dimensions: cognitive, affective, and conative dimensions. As demonstrated by 

numerous past studies (David et al., 1989), TAM based on TRA explains the 

attitude of customers toward technology with the determining factors of 

perceived ease of use and perceived usefulness. This attitude also influences 

behavioural intent, which ultimately leads to the actual use of technology (Davis 

et al., 1989; Gu et al., 2009). Lin (2011) also found that attitude is a big factor in 

whether or not people keep using mobile banking (Mohammadi, 2015).  It is a 

factor that accelerates adoption by eliminating obstacles (Leiva et al., 2017). 

Whereas Harrison (2015) suggested that mobile banking attitudes are influenced 

by credibility, performance expectations, and social influence, which in turn 

influence mobile banking behaviour intention (Leiva et al., 2017; Kim & Hall, 

2020; Kim & Chen, 2021).  

H4a: Attitude towards m-banking (chatbot-enabled) has a stronger and positive 

effect on attitude towards bank than the effect of attitude towards m-banking 

(chatbot-disabled) (pre-adoption scenario) 

H4b: Attitude towards m-banking (chatbot-enabled) has a stronger and positive 

effect on usage frequency of the bank than the effect of attitude towards m-

banking (chatbot-disabled) (pre-adoption scenario) 

H4c: Attitude towards m-banking (chatbot-enabled) has a stronger and positive 

effect on loyalty towards the bank than the effect of attitude towards m-banking 

(chatbot-disabled) (pre-adoption scenario) 
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H4d: Attitude towards m-banking (chatbot-enabled) has a stronger and positive 

effect on attitude towards bank than the effect of attitude towards m-banking 

(chatbot-disabled) (post-adoption scenario) 

H4e: Attitude towards m-banking (chatbot-enabled) has a stronger and positive 

effect on usage frequency of the bank than the effect of attitude towards m-

banking (chatbot-disabled) (post-adoption scenario) 

H4f: Attitude towards m-banking (chatbot-enabled) has a stronger and positive 

effect on loyalty towards the bank than the effect of attitude towards m-banking 

(chatbot-disabled) (post-adoption scenario) 

 H4g: Attitude towards m-banking (chatbot-enabled) (post-adoption scenario) has 

a stronger and positive effect on attitude towards bank than the effect of attitude 

towards m-banking (chatbot-disabled) (pre-adoption scenario) 

H4h: Attitude towards m-banking (chatbot-enabled) (post-adoption scenario) has 

a stronger and positive effect on usage frequency of the bank than the effect of 

attitude towards m-banking (chatbot-disabled) (pre-adoption scenario) 

H4i: Attitude towards m-banking (chatbot-enabled) (post-adoption scenario) has 

a stronger and positive effect on loyalty towards the bank than the effect of 

attitude towards m-banking (chatbot-disabled) (pre-adoption scenario) 

2.8 Usage Frequency 

Continuous usage of a technology is significantly more crucial to its success 

than adoption, which serves as a metric for evaluating the implementation of that 

technology (Tsai et al., 2014). This can be done well by controlling how satisfied 

customers are, since it is thought that satisfied customers after adoption has a 

direct effect on how much they use it in the future (Hong et al., 2002). Based 

upon the available literature, the following hypothesis has been framed. 

H5a: Attitude towards bank (chatbot-enabled) has a stronger and positive effect 

on usage frequency of the bank than the effect of attitude towards banking (chatbot-

disabled) (pre-adoption scenario) 
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H5b: Attitude towards bank (chatbot-enabled) has a stronger and positive effect 

on usage frequency of the bank than the effect of attitude towards banking (chatbot-

disabled) (post-adoption scenario) 

H5c: Attitude towards bank (chatbot-enabled) (post-adoption scenario) has a 

stronger and positive effect on usage frequency of the bank than the effect of 

attitude towards banking (chatbot-disabled) (pre-adoption scenario) 

2.9 Loyalty towards Bank 

According to the existing literature on relationship marketing, loyalty refers 

to a consumer's ongoing commitment to reuse and/or repurchase a preferred 

brand, regardless of any situational considerations or incentives from a 

competitor brand to switch such customer (Mclean et al., 2020). It has been 

studied in the past that a customer’s behaviour and satisfaction with mobile 

banking are the causes of his loyalty intention towards a bank (Baabdullah et al., 

2019; Zhou et al., 2021). In the case of chatbot usage in mobile banking, it is also 

observed that chatbot technology has led to customer retention and hence loyalty 

(Hair et al., 2016; Sarbabidya & Saha, 2020). 

H6a: Loyalty towards bank (chatbot-enabled) has a stronger and positive effect 

on usage frequency of the bank than the effect of loyalty towards bank (chatbot-

disabled) (pre-adoption scenario) 

H6b: Loyalty towards bank (chatbot-enabled) has a stronger and positive effect 

on usage frequency of the bank than the effect of loyalty towards bank (chatbot-

disabled) (post-adoption scenario) 

H6c: Loyalty towards bank (chatbot-enabled) (post-adoption scenario) has a 

stronger and positive effect on usage frequency of the bank than the effect of 

loyalty towards bank (chatbot-disabled) (pre-adoption scenario) 
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In line with aforementioned hypotheses, Figure-1 captures the proposed 

conceptual mode

Figure 1: Proposed Conceptual Model 

 
Source: Author’s Conceptual Model 

3. Methodological Issues Involved 

In accordance with Bryman's recommendations, a Google-survey-based 

questionnaire (along with a set of screening questions) was shared with a group 

of academic marketing experts from a reputable management institute for content 

validity testing (2016). To conduct a pilot study with 53 elderly mobile banking 

users in the Delhi-NCR region, certain language-related changes were made 

based on the input of these specialists. We conclude, based on interviews with 

these users, that all of them were familiar with the questionnaire items and that 

there was no redundancy between the questionnaire items and their screening 

questions. Subsequently, a list of branches for a well-known government bank in 

the Delhi-NCR region was compiled, and branch managers were approached for 

permission to conduct the study. Starting in January 2020, elderly bank customers 

were approached at the exit gate and the link to the questionnaire was sent to their 

mobile phone (with their consent). This activity resulted in almost three months 
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of spending 2.5 to 3 hours per working day in the bank. In accordance with 

Mclean et al. (2020), we restricted our study to users who had just begun using a 

mobile banking app within the previous month (i.e., more than 7 days but less 

than 30 days). In addition, they were asked whether they had used the chatbot 

assistant in the mobile banking app within the past month (Y/N) (i.e., less than 

30 days). 687 of the total 995 contacts completed the questionnaire, while 94 did 

not, despite receiving two reminders. To this end, a sample of 593 users 

(henceforth referred to as Dataset-I) was collected, including 312 chatbot users 

who consented to the current and subsequent studies and gave permission to be 

contacted via their mobile phone numbers. Nine months later, in October 2020, 

these respondents were contacted again (via their mobile numbers) and provided 

with the same questionnaire. Despite reminders, 67 of 593 respondents did not 

complete the questionnaire; of the remaining 267, those who had previously used 

the chatbot continued to use it; 15 respondents who had not used the chatbot 

previously began using it; and 22 respondents had stopped using the chatbot but 

continued to use the mobile banking app. Consequently, a sample of 526 users 

was determined (referred to hereafter as Dataset-II). By November 2020, the task 

had been accomplished. Table-3.1 depicts the respondent characteristics for both 

survey samples. 

Table 3.1: Respondents’ Characteristics 

 
N=59, Dataset-I N=526, Dataset-II 

Gender   

Male 63% 59% 

Female 37% 41% 

Education   

Undergraduate 8% 4% 

Graduate  62% 64% 

Post-graduate 30% 32% 

Monthly income   

INR 30000-50000 14% 10% 

INR 50000-100000 68% 70% 

INR above 100000   18% 20% 

Occupation   

Business 43% 39% 

Retired 31% 34% 

Professional 26% 27% 
Source: Authors’ Calculation 
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The ibid. questionnaire was based upon established marketing scales. 

Anthropomorphism was adapted from Han (2021), both perceived usefulness and 

PEOU were adapted from Chi (2018), and we used Moussawi & Koufaris’s 

(2019) measure for perceived intelligence for this context. Additionally, usage 

frequency was measured by adapting Mclean et al.’s (2020) scale, Spears & 

Singh’s (2004) scale was adapted to measure attitude towards banks, and Kim et 

al.’s (2016) scale was adapted to measure attitude towards m-banking. Adapted 

from Menidjel et al.’s (2017) scale was adapted to measure loyalty towards a 

bank. The questionnaire so developed measured users’ perception on a likert scale 

(strongly disagree (1)-strongly agree (5)).  

4. Findings and Analysis 

4.1 Confirmatory Factor Analysis 

While subjecting both sets of data to normality (skewness and kurtosis tests) 

and multicollinearity (variance inflation factor and tolerance limit tests) in 

SPSSv.22, the results (as captured in Table-4.1) suggest that both the datasets have 

normality and are devoid of multicollinearity (Hair et al., 2013; Malhotra & Dash, 

2016). Subsequently, exploratory factor analysis was performed using SPSSv.22 

with principal component analysis with the condition Eigen value greater than 1; 

this led to loading of all the items on the respective constructs with a minimum 

factor loading of 0.70 for both the datasets. Additionally, Table-4.1 also reveals 

that Cronbach’s alpha values were above 0.88 (explaining internal consistency), 

and the percentage variance explained under the Harman single factor test was 

below 35% for both the datasets (explaining the absence of common method bias).  

Table 4.1: Preliminary Tests 

Particulars N=593; Dataset-I N=526; Dataset-II 

Skewness -0.8 to 0.91 -0.98 to 0.92 

Kurtosis -1.61 to 1.82 -1.73 to 1.97 

VIF 2.11 to 5.62 2.22 to 5.88 

Tolerance value 0.22 to 0.51 0.27 to 0.57 

Cronbach's alpha 0.91 0.89 

Harman single factor test  32.41% 34.81% 
Source: Authors’ Calculation 
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Subsequently, using AMOSv.21, confirmatory factor analysis was 

conducted for both the datasets with a maximum likelihood condition. Tables-4.2 

and 4.3 also capture item wise loadings, composite reliability (CR), and average 

variance extracted (AVE), suggesting the realisation of construct validity for both 

datasets as CR>AVE, CR>0.7, and AVE>0.5 (Hair et al., 2013; Malhotra & 

Dash, 2016).  

Table 4.2: Exploratory Factor Analysis (Dataset-I) 

 PI PEOU Anthro ATB ATM LOY UF PU 

PI1 0.865              

PI2 0.878              

PI3 0.891              

Anthro1     0.814          

Anthro2     0.823          

Anthro3     0.856          

PEOU1   0.852            

PEOU2   0.884            

PEOU3   0.893            

ATM1         0.892      

ATM2         0.898      

ATM3         0.879      

ATB1       0.916        

ATB2       0.925        

ATB3       0.913        

UF1             0.884  

UF2             0.886  

UF3             0.887  

LOY1           0.873    

LOY2           0.857    

LOY3           0.859    

PU1        0.902 

PU2        0.873 

PU3        0.889 
Source: Authors’ Calculation 
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Table 4.3: Exploratory Factor Analysis (Dataset-II) 

 PI PEOU Anthro ATB ATM LOY UF PU 

PI1 0.851              

PI2 0.863              

PI3 0.881              

Anthro1     0.801          

Anthro2     0.811          

Anthro3     0.848          

PEOU1   0.841            

PEOU2   0.865            

PEOU3   0.882            

ATM1         0.876      

ATM2         0.888      

ATM3         0.868      

ATB1       0.896        

ATB2       0.899        

ATB3       0.89        

UF1             0.872  

UF2             0.868  

UF3             0.897  

LOY1           0.868    

LOY2           0.843    

LOY3           0.851    

PU1        0.914 

PU2        0.921 

PU3        0.908 
Source: Authors’ Calculation 

Notes: PI=Perceived intelligence; Anthro=Anthropomorphism; ATM= Attitude towards m-banking; ATB= 

Attitude towards m-banking; UF= Usage frequency; LOY= Loyalty towards bank; PU= Perceived 

usefulness. 

Additionally, Table-4.4 (for Dataset-I) and Table-4.5 (for Dataset-II) also 

attest to the realisation of discriminant validity for both the datasets having AVE> 

MSV (maximum shared variance), and each value of the square root of AVE for 

a given construct is greater than the correlation of such construct with other 

constructs under study (Hair et al., 2013; Malhotra & Dash, 2016). In Table-4.6, 

CMIN/DF was less than 3, GFI and AGFI were both greater than 0.9, and NFI, 

TLI, RFI, and CFI were all greater than 0.95. This means that both datasets fit 

well with the model (Hair et al., 2013; Malhotra & Dash, 2016). 
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Table 4.4: Convergent and Discriminant Validity (Dataset-I) 
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PI1 0.82 0.66 0.34 

0.891 0.732 0.510 0.86 0.43 0.35 0.51 0.41 0.30 0.39 0.38 PI2 0.85 0.72 0.28 

PI3 0.90 0.81 0.19 

Anthro1 0.87 0.76 0.24 

0.89 0.73 0.58 0.43 0.86 0.56 0.58 0.38 0.33 0.36 0.36 Anthro2 0.91 0.83 0.17 

Anthro3 0.78 0.61 0.39 

PEOU1 0.81 0.66 0.34 

0.89 0.72 0.56 0.35 0.56 0.85 0.55 0.34 0.28 0.29 0.44 PEOU2 0.89 0.79 0.21 

PEOU3 0.85 0.72 0.28 

ATM1 0.87 0.76 0.24 

0.90 0.74 0.61 0.51 0.58 0.55 0.86 0.51 0.58 0.61 0.55 ATM2 0.88 0.77 0.23 

ATM3 0.83 0.69 0.31 

ATB1 0.90 0.81 0.19 

0.92 0.80 0.57 0.41 0.38 0.34 0.51 0.89 0.53 0.57 0.51 ATB2 0.91 0.83 0.17 

ATB3 0.87 0.76 0.24 

UF1 0.83 0.69 0.31 

0.90 0.75 0.59 0.30 0.33 0.28 0.58 0.53 0.87 0.59 0.47 UF2 0.90 0.81 0.19 

UF3 0.87 0.76 0.24 

LOY1 0.87 0.76 0.24 

0.91 0.77 0.61 0.39 0.36 0.29 0.61 0.57 0.59 0.88 0.43 LOY2 0.88 0.77 0.23 

LOY3 0.88 0.77 0.23 

PU1 0.86 0.74 0.26 

0.89 0.74 0.55 0.38 0.36 0.44 0.55 0.51 0.47 0.43 0.86 PU2 0.85 0.72 0.28 

PU3 0.87 0.76 0.24 

Source: Authors’ Calculation 

Notes: PI=Perceived Intelligence Anthro=Anthropomorphism; ATM= Attitude towards m-banking; ATB= 

Attitude towards m-banking; UF= Usage frequency; LOY= Loyalty towards bank; PU= Perceived 

usefulness. 
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Table 4.5: Convergent and Discriminant Validity (Dataset-II)  
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PI1 0.78 0.61 0.39 

0.86 0.67 0.540 0.82 0.48 0.45 0.54 0.46 0.43 0.45 0.33 PI2 0.79 0.62 0.38 

PI3 0.88 0.77 0.23 

Anthro1 0.87 0.76 0.24 

0.90 0.75 0.51 0.48 0.87 0.51 0.53 0.48 0.38 0.41 0.29 Anthro2 0.88 0.77 0.23 

Anthro3 0.85 0.72 0.28 

PEOU1 0.78 0.61 0.39 

0.86 0.67 0.58 0.45 0.51 0.82 0.58 0.41 0.37 0.44 0.38 PEOU2 0.82 0.67 0.33 

PEOU3 0.85 0.72 0.28 

ATM1 0.86 0.74 0.26 

0.89 0.74 0.65 0.54 0.53 0.58 0.86 0.54 0.61 0.65 0.51 ATM2 0.86 0.74 0.26 

ATM3 0.86 0.74 0.26 

ATB1 0.85 0.72 0.28 

0.88 0.72 0.62 0.46 0.48 0.41 0.54 0.85 0.57 0.62 0.48 ATB2 0.85 0.72 0.28 

ATB3 0.84 0.71 0.29 

UF1 0.79 0.62 0.38 

0.85 0.65 0.65 0.43 0.38 0.37 0.61 0.57 0.80 0.65 0.43 UF2 0.80 0.64 0.36 

UF3 0.82 0.67 0.33 

LOY1 0.85 0.72 0.28 

0.89 0.73 0.65 0.45 0.41 0.44 0.65 0.62 0.65 0.86 0.41 LOY2 0.86 0.74 0.26 

LOY3 0.86 0.74 0.26 

PU1 0.81 0.6561 0.3439 

0.87 0.68 0.51 0.33 0.29 0.38 0.51 0.48 0.43 0.41 0.83 PU2 0.83 0.6889 0.3111 

PU3 0.84 0.7056 0.2944 

Source: Authors’ Calculation 

Notes: PI=Perceived intelligence; Anthro=Anthropomorphism; ATM= Attitude towards m-banking; ATB= 

Attitude towards m-banking; UF= Usage frequency; LOY= Loyalty towards bank; PU= Perceived 

usefulness.
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Table 4.6: Confirmatory Factor Analysis 

 Dataset-I Dataset-II 

CMIN/df 2.73 2.89 

GFI 0.935 0.924 

AGFI 0.912 0.905 

NFI 0.96 0.95 

RFI 0.96 0.95 

IFI 0.97 0.96 

TLI 0.97 0.96 

CFI 0.97 0.96 

RMSEA 0.052 0.055 

 Source: Authors’ Calculation 

4.2. Multi-group Analysis 

We conducted a multi-group analysis to investigate the differences in mobile 

banking attitudes between chatbot-enabled and chatbot-disabled m-banking 

users. To accomplish Structural Equation Modelling (SEM) with the maximum 

likelihood method, AMOS v.21 was utilised. The nested comparison models 

performed with structural weights failed to explain any model-level differences. 

For estimating CMIN, degrees of freedom, and structural weights, the Excel 

package for macro statistics by Gaskin was used. Using the ibid package,                         

Z-scores were calculated by inserting the regression coefficients and critical 

ratios for each cohort (chatbot-enabled m-banking users and chatbot-disabled m-

banking users) in order to identify any differences at the path level. Tables-4.7, 

4.8, and 4.9 summarise the results. 

Table 4.7: Multi-group Analysis (Pre-adoption) 

Hypothesis Relationship 
Chatbot-disabled Chatbot-abled  

Coefficient p Coefficient p Z-score 

H1a PI→ATM 0.06 .04 0.25 .002 -1.771* 

H2a PEOU→ATM 0.15 .09 0.26 .005 -1.34** 

H2d PU→ ATM 0.12 .04 0.31 .002 -2.178* 

H3a Anthro→ATM 0.08 .1 0.11 .01 -1.562* 
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Hypothesis Relationship 
Chatbot-disabled Chatbot-abled  

Coefficient p Coefficient p Z-score 

H4a ATM→ATB 0.19 .04 0.27 .001 -0.981 

H4b ATM→UF 0.11 .05 0.18 .03 -0.843 

H4c ATM→LOY 0.13 .03 0.19 .05 -0.637 

H5a ATB→UF 0.18 .004 0.26 .001 -0.798 

H6a LOY→UF 0.18 .08 0.21 .001 -0.424 

Source: Authors’ Calculation 

Table 4.8: Multi-group Analysis (Post-adoption) 

Hypothesis Relationship 
Chatbot-disabled Chatbot-abled  

Coefficient p Coefficient p Z-score 

H1b PI→ATM 0.09 .08 0.37 .004 -2.971** 

H2b PEOU→ATM 0.17 .04 0.31 .05 -2.62* 

H2e PU→ ATM 0.15 .09 0.37 .02 -2.468** 

H3b Anthro→ATM 0.11 .09 0.23 .01 -1.371* 

H4d ATM→ATB 0.17 .06 0.33 .002 -1.881* 

H4e ATM→UF 0.12 .04 0.26 .001 -1.663 

H4f ATM→LOY 0.15 .1 0.29 .005 -1.679** 

H5b ATB→UF 0.21 .003 0.31 .01 -0.98 

H6b LOY→UF 0.19 .04 0.23 .03 -0.575 

Source: Authors’ Calculation 

Table 4.9: Multi-group Analysis (Pre-adoption Versus Post-adoption) 

Hypothesis Relationship 

Pre-adoption 

(Chatbot-abled) 

Post-adoption 

(Chatbot-abled) 
 

Coefficient p Coefficient p Z-score 

H1c PI→ATM 0.26 .05 0.38 .001 -1.143 

H2c PEOU→ATM 0.27 .001 0.30 .01 -0.253 

H2f PU→ ATM 0.30 .005 0.38 .01 -0.638 

H3c Anthro→ATM 0.12 .04 0.21 .004 -0.941 

H4g ATM→ATB 0.26 .01 0.34 .03 -0.948 

H4h ATM→UF 0.16 .06 0.27 .005 -1.165* 

H4i ATM→LOY 0.17 .07 0.28 .001 -1.248* 

H5c ATB→UF 0.26 .02 0.32 .005 -0.721 

H6c LOY→UF 0.20 .008 0.21 .03 -0.242 

Source: Authors’ Calculation 
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4.3 Results 

Table-4.7 (representing the results of pre-adoption stage) depicts that: a) 

perceived intelligence positively impacts attitude towards mobile banking (βchatbot 

disabled = 0.06, p < .010; βchatbot enabled = 0.25, p < .005; z = -1.771, p < .05),  b) 

perceived anthropomorphism positively impacts attitude towards mobile banking 

(βchatbot disabled = 0.08, p < .005; βchatbot enabled = 0.11, p < .05; z = -1.562, p< .005), 

c) perceived usefulness positively affects attitude towards mobile banking (βchatbot 

disabled = 0.12, p < .05; βchatbot enabled = 0.31, p < .005; z = -2.178, p < .05), and d) 

perceived ease of use positively affects attitude towards mobile banking (βchatbot 

disabled = 0.15, p < .10 N.S; βchatbot enabled = 0.26, p < .010; z = -1.34, p < .05).  

It also depicts: a) the positive impact of attitude towards mobile banking on 

attitude towards bank (βchatbot disabled = 0.19, p < .10; βchatbot enabled = 0.27, p < .005; 

z = -0.981, N.S), b) the positive impact of attitude towards mobile banking on 

user frequency (βchatbot disabled = 0.11, p < .10; βchatbot enabled = 0.18, p < .05; z = -

0.843, N.S), and c) the positive impact of attitude towards mobile banking on 

loyalty with the bank (βchatbot disabled = 0.13, p < .05; βchatbot enabled = 0.19, p < .10; 

z = -0.637, N.S). It also shows the positive impact of attitude towards bank on 

usage frequency (βchatbot disabled = 0.18, p < .004; βchatbot enabled = 0.26, p < .05; z = -

0.798, N.S) and loyalty on usage frequency (βchatbot disabled = 0.18, p = .08 N.S; 

βchatbot enabled = 0.21, p < .005; z = -0.424, N.S). 

Table-4.8 (representing the results of post-adoption stage) depicts that: a) 

perceived intelligence on mobile banking (βchatbot disabled = 0.09, p < .010; βchatbot 

enabled = 0.37, p < .005; z = -2.971, p < .005 ), b) perceived ease of use on attitude 

towards mobile banking (βchatbot disabled = 0.17, p < .05; βchatbot enabled = 0.31, p < 

.10; z = -1.371, p < .05), c) perceived usefulness positively affects attitude 

towards mobile banking (βchatbot disabled = 0.15, p < .1 N.S; βchatbot enabled = 0.37, p 

< .05; z = -2.468, p < .005), and d) perceived anthropomorphism on attitude 

towards mobile banking (βchatbot disabled = 0.11, p < .10; βchatbot enabled = 0.23, p < 

.10; z = -2.62, p < .05). It also depicts the positive effect of: a) attitude towards 

mobile banking on attitude towards bank (βchatbot disabled = 0.17, p < .10; βchatbot 

enabled = 0.33, p < .005;  z = -1.881, p < .05), b) attitude towards mobile banking 

on usage frequency (βchatbot disabled = 0.12, p < .05; βchatbot enabled = 0.26, p < .005; z 

= -1.663, N.S), and c) attitude towards mobile banking on loyalty (βchatbot disabled = 
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0.15, p < .5; βchatbot enabled = 0.29, p < .05; z = -1.679, p < .005). It is also noticed 

in Table B that the attitude towards bank positively affects usage frequency 

(βchatbot disabled = 0.21, p < .005; βchatbot enabled = 0.31, p < .05; z = -0.98, N.S) and 

loyalty on usage frequency in post adoption stage (βchatbot disabled = 0.19, p < .05; 

βchatbot enabled = 0.23, p < .05; z = -0.575, N.S). 

Table-4.9 (representing the results of longitudinal study by comparing pre-

adoption and post adoption stage for chatbot-enabled customers) shows the 

positive effect of: a) perceived intelligence on attitude towards mobile banking 

(βpre adoption = 0.26, p < .10; βpost adoption = 0.38, p < .005; z = -1.143, N.S), b) 

perceived ease of use on attitude towards mobile banking  (βpre adoption = 0.27, p < 

.005; βpost adoption = 0.30, p < .05; z = -0.941, N.S),  c) perceived usefulness 

positively affects attitude towards mobile banking (βchatbot disabled = 0.30, p < .005; 

βchatbot enabled = 0.38, p < .05; z = -0.638 N.S), and d) perceived anthropomorphism 

on attitude towards mobile banking  (βpre adoption = 0.12, p < .05; βpost adoption = 0.21, 

p < .005; z = -0.253, N.S). It also depicts the positive effect of: a) attitude towards 

mobile banking on attitude towards bank (βpre adoption = 0.26, p < .05; βpost adoption = 

0.34, p < .05; z = -0.948, N.S), b) attitude towards mobile banking on usage 

frequency (βpre adoption = 0.16, p < .10; βpost adoption = 0.27, p < .05; z = -1.165, p < 

.05), and c) attitude towards mobile banking on loyalty (βpre adoption = 0.17, p < 

.10; βpost adoption = 0.28, p < .005;  z = -1.248, p < .05). It also shows the positive 

effect of: a) attitude towards bank on usage frequency (βpre adoption = 0.26, p < .05; 

βpost adoption = 0.32, p < .05; z = -0.721, N.S), and b) loyalty on usage frequency 

when chatbot is enabled (βpre adoption = 0.20, p < .05; βpost adoption = 0.21, p < .05; z 

= -0.242, N.S). 

4.4 Discussion 

In line with the research objectives, the study conducts three sets of analysis 

concerning: a) the pre-adoption stage, differentiating chatbot-enabled versus 

chatbot-disabled mobile banking users; b) the post-adoption stage, differentiating 

chatbot-enabled versus chatbot-disabled mobile banking users; and c) comparing 

pre-adoption versus post-adoption behaviour of chatbot-enabled mobile banking 

users. 
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In doing so, for the pre-adoption stage, the study establishes that perceived 

intelligence (chatbot-enabled) has a stronger and more positive effect on attitude 

towards m-banking than the effect of perceived intelligence (chatbot-disabled); 

this provides evidence for H1a. The effect of PEOU (chatbot-enabled) carries a 

stronger and more positive effect on attitude towards m-banking than the effect 

of PEOU (chatbot-disabled); hence, hypothesis H2a is realized. Additionally, the 

study identifies that anthropomorphism (chatbot-enabled) has a stronger and 

more positive effect on attitude towards m-banking than the effect of 

anthropomorphism (chatbot-disabled); hence evidence for H3a. Simultaneously, 

we find a larger coefficient in the chatbot-enabled scenario (versus the chatbot-

disabled scenario) while examining the effect of attitude towards m-banking on 

attitude towards bank , attitude towards m-banking on usage frequency , attitude 

towards m-banking on loyalty , attitude towards bank on usage frequency, and 

loyalty towards bank on usage frequency. Hence, the study doesn’t provide 

evidence for H4a, H4b, H4c, H5a, and H6a. This could be largely attributed to 

the reason that the consumers were in a pre-adoption stage and had yet to form 

considered perceptions regarding loyalty and usage frequency towards the bank. 

Similarly, in the post-adoption stage, the study establishes that perceived 

intelligence (chatbot-enabled) has a stronger and positive effect on attitude 

towards m-banking than the effect of perceived intelligence (chatbot-disabled); 

this provides evidence for H1b. PEOU (chatbot-enabled) carries a strong and 

positive effect on attitude towards m-banking than the effect of PEOU (chatbot-

disabled) ; hence hypothesis H2b is realized. Additionally, the study identifies 

that Anthropomorphism (chatbot-enabled) has a stronger and positive effect on 

attitude towards m-banking than the effect of anthropomorphism (chatbot-

disabled); hence an evidence for H3b. Additionally, we found that attitude 

towards m-banking (chatbot-enabled) has stronger and positive effect on attitude 

towards the bank (versus the effect of m-banking (chatbot-disabled)); in 

accordance with H4d. Similarly, the effect of attitude towards m-banking 

(chatbot-enabled) is stronger and positive on loyalty towards bank (versus the 

effect of m-banking (chatbot-disabled)); in line with H4f. However, the study 

couldn’t provide evidence for H4e, H5b and H6b.  
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While comparing chatbot-enabled m-banking scenarios in pre-adoption 

versus post-adoption stages (i.e., longitudinally), we find a stronger and positive 

effect of attitude towards m-banking on usage frequency and loyalty, thus 

providing evidence for H4h and H4i. However, while examining the effects of 

perceived intelligence on attitude towards m-banking, PEOU on attitude towards 

m-banking, and anthropomorphism on attitude towards m-banking, we did not 

find a significant difference between the two cohorts; thus H1c, H2c, and H3c 

couldn’t be realized. It could be that the users had formed a positive perception 

with respect to the features of chabots during the pre-adoption stage itself, thereby 

positively affecting their attitude towards m-banking. Similarly, while examining 

the pre-adoption versus post-adoption stage amongst chatbot users, there is no 

significant difference in the effect of attitude towards m-banking on attitude 

towards banks; thus, H4g couldn’t be realized. This could be because the chatbot 

users would have formed a positive attitude towards the bank at the pre-adoption 

stage itself, which didn’t change much. Similarly, there is no significant 

difference between the effects of attitude toward the bank and loyalty on usage 

frequency; thus, H5c and H6c could not be realized. From the afore-mentioned 

results, it could be concluded that chatbot usage over a period of time engenders 

increased usage frequency and loyalty towards the bank. 

5. Policy Implications 

5.1 Theoretical Implications 

The study makes several important contributions to the theory. Firstly, this 

is probably the first study to have examined the chatbot’s effect on loyalty and 

usage behaviour towards the bank amongst elderly users from an emerging 

market perspective. Secondly, the study establishes that users using a chatbot 

during m-banking behave differently than those who do not use chatbots in both 

pre-adoption and post-adoption stages of the chatbot. In the pre-adoption stage, 

the study establishes that chatbot-based m-banking is superior to chatbot-disabled 

m-banking in generating a positive attitude towards m-banking. This is largely 

driven by perceived intelligence, anthropomorphism, and perceived ease of use 

in the case of chatbot-based m-banking, which is largely perceived as absent in 
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chatbot-disabled m-banking. Past research on chatbots and m-banking is largely 

oblivious to this insight. 

Thirdly, the study provides evidence that, in the post-adoption stage, chatbot-

enabled m-banking (versus chatbot-disabled m-banking) is also instrumental in 

promoting a superior attitude towards m-banking, led by the effect of perceived 

intelligence and anthropomorphism (perceived as absent in chatbot-enabled m-

banking) and superior perceived ease of use. The study also establishes that 

attitude towards m-banking (in a chatbot-disabled scenario) doesn’t seem to 

affect attitude towards the bank and loyalty towards the bank. The evidence that 

there exists a significant difference in chatbot-abled m-banking versus chatbot-

disabled m-banking in terms of examining the effect of attitude towards m-

banking on attitude towards the bank and loyalty towards the bank was absent in 

the pre-adoption phase. This suggests that such effects need to be studied 

longitudinally. 

Fifthly, the study establishes that over a period of time, the usage of chatbot-

based m-banking promotes usage frequency and loyalty towards the bank. It 

provides evidence that users do not perceive a significant difference in the effect 

of perceived intelligence, anthropomorphism, and perceived ease of use on their 

attitude towards m-banking despite using chatbot-enabled m-banking over a 

period of time. This suggests that the positive perception of features of a new 

technology does not change over time post usage. Similarly, there is no effect of 

attitude towards m-banking on attitude towards the bank, the bank’s effect on 

usage frequency, and the loyalty effect on usage frequency. 

5.2 Practical Implications 

This study has several practical implications too. Firstly, from an elderly user 

perspective, the study provides valuable practical insights on the antecedents and 

consequents of loyalty towards the bank, where the chatbot plays an important 

role. As evident from the results, while there exists a significant difference 

between the chatbot-abled m-banking and the chatbot-disabled m-banking when 

the effect of perceived intelligence, anthropomorphism, and perceived ease of use 

on attitudes towards m-banking is considered in the pre-adoption stage, there is 

98       Bank Parikrama 



 
 

 

no significant difference in the consequences of attitudes towards m-banking. 

This suggests that chatbots can be a great enabler in bringing the elderly into the 

ambit of m-banking. 

Secondly, in the post-adoption phase, with the evidence that there exists a 

significant difference in chatbot-abled m-banking versus chatbot-disabled m-

banking in terms of examining the effect of attitude towards m-banking on 

attitude towards the bank and loyalty towards the bank, which was absent in the 

pre-adoption phase, This suggests that developers and banks need to measure the 

effect of newly launched technological products over a period of time, i.e., 

longitudinally. As a word of caution for the developers and banks, it would not 

be appropriate to measure the effect of chatbot-based m-banking on attitudes 

towards banks and loyalty towards banks with a static view and at a pre-adoption 

stage. 

Thirdly, the study establishes that using chatbot-based m-banking over a 

period of time engenders improved loyalty towards the bank and improved usage 

frequency. This means that developers and banks need to work together to make 

chatbot-based mobile banking more engaging for customers in order to increase 

loyalty and frequency of use. 

Fourthly, now that the study has shown that chatbot-enabled m-banking is 

better than chatbot-disabled m-banking, developers and banks need to help the 

elderly learn about chatbots through handholding by bank staff. This will make 

the elderly more loyal to the bank. 

Fifthly, the results show that there is no significant change over time in the 

effect of antecedents on attitude toward m-banking in a chatbot-enabled m-

banking scenario. This means that banks and developers need to keep working on 

algorithms to improve perceived intelligence, anthropomorphism, and perceived 

ease of use to make elderly users feel good about m-banking, which will increase 

loyalty and usage frequency.  
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5.3. Limitations and Future Directions 

Instant study carries several limitations too. As the current study captures the 

perception of educated elderly m-banking users of a given bank from a 

metropolitan area in India, the insights cannot be directly generalised and would 

need further examination in other contexts. Future sets of studies can work in the 

direction of examining the effects of other sets of antecedents which influence 

attitudes towards m-banking, where the current study examines only perceived 

intelligence, perceived ease of use, and anthropomorphism. The present study 

examines the context amongst m-banking users. A future set of studies can 

examine the context from a non-user perspective and generate insights therefrom. 

Examining the difference in the behaviour of the elderly versus young adults 

would be an interesting area of further research. Further studies can be evaluated 

by examining the effect of involvement as a moderator. Alongside this, 

differentiating chatbot-based m-banking versus retail banking would be an 

interesting contribution in this area too. 

6. Conclusion 

The current study fills the noted gaps in the m-banking literature, namely: a) 

the use of chatbots in mobile banking (m-banking) among the elderly is under-

researched from an emerging market viewpoint; and b) most studies on m-

banking take a static view of adoption and loyalty, and hence lack a longitudinal 

analysis. Using a Google survey-based questionnaire, 593 elderly m-banking 

users' perceptions are gathered to test the conceptual model using AMOSv.22-

based structural equation modelling while conducting multi-group analysis to 

differentiate the behaviour of chatbot-enabled m-banking users versus chatbot-

disabled m-banking users for a reputable bank. At both the pre-adoption and post-

adoption stages of chatbot-enabled m-banking, perceived intelligence, perceived 

ease of use, and anthropomorphism driven by chatbots affect m-banking attitudes. 

In the post-adoption phase of m-banking, chatbot-based m-banking affects bank 

attitude and customer loyalty. Chatbot-based m-banking boosts consumer loyalty 

and usage frequency. The study has theoretical and practical ramifications for 

developers and banks in emerging nations like India that target elderly clients. 

This study presents novel AI and m-banking insights applicable to vulnerable 
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populations and emerging markets, which earlier studies largely ignored. Such 

observations can help banks and developers design products, communicate with 

customers, and manage customers' lives in India's growing economy.  
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Abstract  

The present research assesses the impact of financial literacy, behavioural factors & socio-economic 

factors on retail investors’ decisions regarding investment. Applying Partial least square-structure equation 

modeling, the results underline that financial literacy & socio- economic factors have a significant direct 

influence on investment-decisions. Socio-economic significantly influence behavioural factors and they 

subsequently have a significant affirmative influence on financial literacy. The mediating role of financial 

literacy between behavioral factor and investment-decisions has been supported in the current research. The 

findings of clearly demonstrate that financial literacy, behavioral & socio-economic factors influence their 

investment-decisions. The current research is valuable for potential investors and will help them rely on 

these factors to get the maximum benefits of investment. 

Keywords: Financial Literacy; Behavioural Factors; Socio-Economic Factor; Investment Decisions 
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1. Introduction and Background of the Study 

India is an emerging market economy. As a country, India saves roughly 30 

percent of its gross domestic product (GDP). To channelize the savings of its 

citizen, the banking system of India and its capital market have to play a pivotal 

role. Indian financial system India offers various financial alternatives for saving 

and investment for its citizens. Frequently used investment alternatives include, 

fixed deposits; unit linked insurance plans, mutual funds, gold, real estate and 

industry stocks etc. 
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Investment decisions (ID) related products are complex & carry greater risk 

than debt-related products, in view market variations. Markets fluctuate due to 

various economic or non- economic, internal as well as external shocks. These 

result from diverse perceptions of stock market investors’. Financial position of 

the company also plays a vital role in stock prices. Against this backdrop, 

Financial Literacy (FL) of investors’ will enable them to arrive at optimum ID 

and will also assist in tackling adverse market scenarios. 

FL literature supports dominance and importance of FL in ID. It is important 

that surplus money available with people may be invested in alternatives offering 

higher returns & lower risk. A good return can be induced with adequate 

knowledge of diverse financial products. This indicates the high relevance and 

role of FL. Remund (2010) indicates that FL enhances a person’s capability to 

manage funds. It encompasses the individuals competence to enable him/her to 

accomplish material security (Johnson & Sherraden, 2007). Inadequacy of 

financial awareness imposes a a severe challenge faced by developing economies 

(Mihalcova et al., 2014). The increased reliance on FL is sensed in view of 

surging and diverse financial products, volatility of stock markets, and due to 

changing business environment in view of globalised scenario. 

ID vary from person to person, but still majorly are associated with risk, 

returns, product choices &product inclinations. Financially literate investors are 

at an advantage to undertake suitable investment decisions with high confidence 

and will be able to manage risk also suitably (Awais et al.,2016). ID are well 

grounded in economic theory. They are related with macro-economic dimensions 

but rely on micro-economic dimension covering utility theory. People will tend 

to enhance & augment utility through relation consumption & investment 

(Merikas, 2011; Vozikis & Prasad, 2004). 

Retail investors’ have tendency to overestimate the confidence on ID 

(Campbell, Goodie, and Foster, 2004). Financially literate people are 

overconfident (Cordell, Smith, and Terry, 2011). Those retail investors who are 

overconfident tend to overestimate returns, however tend to understate risks 

(Goel and Thakor, 2008; Prasad et al., 2021). When the incentives for accuracy 

increase, they reflect overconfidence (Williams and Gilovich, 2008). Debondt 
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&Thaler (1995) opined that investors’ behavior affects the market. People’s 

respond to price changes or news in different ways. There is a tendency of 

associating future trends to past movements, however the focus may be on 

popular stocks. The market factors, viz. price changes, market information, 

consumer choices too influence investors’ decisions (Waweru et al. 2008). 

Investors’ behaviours are identified by herding effect in financial market. Regular 

investors are mostly careful regarding the existence of herding. Investors have 

selected information of the securities price deviation.   The impact of changes in 

stock prices can influence the attributes of risk & return theories. Along with 

these Asset pricing models also stimulate investment decisions (Tan et al., 2008).  

Herding investors like prehistoric men have sparse knowledge, but such an 

investor gather in groups for safe returns (Caparrelli et al., 2004). 

2. Literature Review and Theoretical Framework 

It is vital to re-wind and re-examine the literature review related with retail 

investors behaviour. The review has been categorized into: Behavioral Factors 

(BF), Socio-economic Factors (SEF), Financial Literacy (FL) and Investment 

Decisions (ID). Prior literature supports that FL is influenced by income & 

profession. Banking professionals and financial advisors have higher levels of 

literacy and may have an advantage (Al-Tamimi et al., 2009; Prasad et al., 2021). 

Many studies have examined FL from gender perspective, like (Kabra et al. 2010; 

Chijwani, 2014) highlighted low level of literacy of women. Other researchers 

have also indicated that that investors’ risk-taking behaviour relies on gender, 

income, learning & occupation (Prashar 2010; Lease et al., 1977; Geetha et al., 

2014; Marinelli et al., 2017). The higher financially literacy of males in relation 

to females finds its support where authors like Potrich et al., (2017) relate it with 

risk taking attitude of males. However, Arena et al., (2016) expressed that lone 

women are risk-seekers.   

The diversity of FL programs in India may be due to socio-economic status 

(Hood et al., 2014). Risk tolerance along with investment choices, and investment 

goals could be improved with FL (Waggle and Agarwal, 2015). FL may help 

liberating women from covetous lenders relying on extortionate interests (Karsidi 
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et al., 2015). High FL may encourage risk seeking behavior and could play a vital 

role in diverting money from traditional bank deposits (Seay. et al., 2016) to 

equity or portfolio-based investment, which is the need of the hour (Calcagno                

et al., 2015; Arena et al., 2016). 

Financial websites help in providing useful information to investors for 

decision making (Lee et al., 2008).  Majority of small and medium retail investors 

prefer to purchase new issue market rather than invest in secondary market as 

they are unable to rely on stock brokers (Gupta, 1991). Company repute, EPS, 

P/E, and stock market volatility are important factors to be considered by the 

investors (Heshmat, 2012). Low levels of FL encourage investors to rely on self-

perceptions rather than seeking financial assistance of professionals (Anderson  

et al., 2017). A little knowledge is a dangerous thing, and wrong perceptions may 

make you move away from investing in share markets. FL may be helpful not 

only in good current investment but could assist in planning well for retirement 

(Fedorova et al., 2015). FL with endorsements from strong financial experts could 

go a long way in making the right choice of portfolio to reduce risks and 

encourage high returns (Lin et al., 2017). Financially literate people may be 

influenced by overconfidence bias, but still are not undisciplined investors 

(Takeda et al., 2013). FL enhances investment in derivatives (Hsiao et al., 2018).  

Decision-making through BF helps to understand emotions and omit 

cognitive blunders (Waweru et al., 2008). BF assist in gauging the stock market 

performance, including the uptrends & downtrends (Gao and Schmidt, 2005). 

Hence, understanding the behavioral elements has a stimulating effect on ID. 

Strong preference and use of behavioral models help to explain the preferred ID 

(Caparrelli et al., 2004; Fogel & Berry, 2006). Ritter (2003) relates investment 

decisions with cognitive biases. This helps in eluding regret by refusing to 

through purchase of shares not performing well (Forgel & Berry, 2006; Lehenkari 

& Perttunen, 2004). As indicated by Barberis & Thaler, (2003) public is more 

vexed by losses, than contented by equivalent gain. Barberis & Huang (2001) 

concluded that a loss seems to be more painful, while a loss coming after prior 

gain is proved less painful. Studies highlight the strong effect of Loss aversion in 

investors decision making (Lehenkari and Perttunen, 2004). Risk verse and risk 

112       Bank Parikrama 



 

seeking behavior has been underscored by many researchers (Odean, 1998; 

Thaler, 2003). Mental accounting supports in handling portfolio through separate 

accounts (Barberis & Thaler, 2003; Ritter, 2003). BF could benefit investing safe 

and allow in managing portfolio (Anderson, Henker and Owen, 2005). 

Nagy et al. (1994) indicate accounting information, image of company, 

social relevance, recommendations and financing requirements as other factors 

influencing decision making (Dawar et al., 2011). FL and accounting information 

are important for risky investment avenues. In terms of risky investments, study 

by Lodhi (2014) stressed that it decreases with age or as a person grows more 

mature & experienced. Certain factors like Religiosity had lower influence on 

investment decisions (Al-Tamimi, 2009) and this is also a strong factor 

challenging researchers to study in deep (Awais et al., 2016). FL assists persons 

to defend themselves against shocks (Klapper, 2013). 

Mehmet (2015) highlighted that along with income levels, past investment 

experiences also are factors to be considered. Chandra et al., (2012) also 

corroborated supported influence of levels of income on decision-making. Self-

esteem always needs to be considered. Portfolio management, likings, risk 

insights also influence retail investors’ decision making (Kaur and Vohra, 2012; 

Jagongo et al., 2014). Risk-taking capability of superannuated investors is 

moderately low (Al-Ajmi, 2008).   

Behavioral models highlight the role of herding, biases and beliefs diverging 

from the rationality theory and models and these researchers have time and again 

emphasized the importance of BF. The socio-economic factors include 

demographic factors like gender, age and income and education. Not only 

company reputation, ownership structure, dividend and bonuses need not be 

ignored. (Shafi, 2014). Ranganathan (2006) added fund related qualities, fund 

sponsor qualities and investor related services also to be considered. Real estate 

especially buying a home are complex investments, however FL can play a vital 

role here, especially in terms of loan advancement, amortization and return 

(Gathergood 2017).  
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Earlier researchers have examined the direct impact of FL on ID, but this 

research intends to scrutinize the mediating role of FL between BF and SEF. 

Besides there are wide variations in results too. Moreover, earlier studies relate 

more with exploratory factor analysis, the present study besides considering BF 

also consider SEF and designs a SEM-PLS model to provide deeper insight on 

how these factors along with financial influence retail investors decision-making. 

Considering these gaps, the following objectives have been underlined  

2.1. Objectives of the Study 

i.  To investigate the relationship between financial literacy and investment 

decisions. 

ii. To analyse the influence of Behavioural and socio-economic factors on 

Investment decisions. 

iii. To design a model linking retail investors’ behaviour with investment 

decisions. 

3. Research Design and Methods 

3.1 Sampling Details 

The resent research relates with three important regions of India, viz. Punjab, 

Himachal Pradesh & Haryana. After piloting questionnaire by ten academicians 

and seven practitioners from banks/ financial institutions the questionnaire was 

finalised. A 5-point likert scale instrument used has four sections. These are: 

demographic profile ii) Behavioral and Socio-economic factors; iii) financial 

literacy and iv) investment decisions. Data were collected from 514 retail 

investors although 600 questionnaires are distributed to investors from a list 

obtained from the brokerage firm.    

3.2 Designing a Strategic Model Linking Behavioral Factors, Socio-economic 

Factors, Financial Literacy with Investment Decisions  

Eight behavioral factors that influence retail investors’ investment decisions 

and that have been included are: personal factors, herding factors, 

overconfidence, ability bias, loss aversion, regret bias and mental accounting. 
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Socio-economic factors considered in the current research include: i) Market; ii) 

Firm and iii) Social. BF and SEF are independent variables and investment 

decisions is a dependent variable. Three sub-factors considered in in investment 

decisions are: prior information, risk and returns. The subsequent phase was to 

discover relation between FL & ID through behavioral and socio-economic 

factors. 

Figure 1: Proposed Model 

  

In this study, we theorise that the BF; SEF and FL significantly influence 

investment decisions. This model is represented through Figure-1.   

Behavioural Factors (BF) 

Behavioural factors covered are: personal factors, herding, overconfidence, ability 

bias, loss aversion, regret bias, personal factor & mental accounting. 
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Table 1: Dimensions of Behavioural Factors 

Behavioral 

Factors (BF) 

Items Authors (Year) 

Personal 

Factors 

Personal income influences Investment 

decisions. 

Asaad, C. T. (2015)  

Life style influences Investment decisions. Klapper, Lusardi & Panos 

(2013) 

Family income affects Investment decisions. Faulkner (2015) 

Family expenditure affects Investment 

decisions. 

Lusardi (2015), 

Income from other sources (Rent from house 

property, interest, royalty etc) influence 

Investment decisions. 

Agarwal, Amromin et al. 

(2015) 

Future plan affects Investment decisions. Cutler (2013) 

Herding 

Factors 

Peer stock selection criteria significantly 

influence ID 

Mandell & Klein (2009) 

Decisions of the stock volume influences ID.  Asaad (2015), Faulkner 

(2015) 

Buying & selling of stocks influences ID.  Jayaraj (2013), Musundi 

(2014) 

Following others’ reactions to the stock 

market. 

Aren & Zengin (2016) 

Overconfidence Knowledge of stock-market helps to perform 

well. 

Klapper, Lusardi & Panos 

(2013) 

Normally able to anticipate.  Worthington (2006) 

Optimistic trend of market continues  Almenberg (2015) 

Consistently time the market. Asaad (2015) 

Ability Bias Predict changes in stock prices on the basis of 

recent trends. 

Mandell & Klein (2009) 

Prefer to buy local stocks due to availability 

of information. 

Cutler (2013) 

Capable of ability to gauge market changes 

accurately. 

Asaad (2015) 

Loss Aversion More stressed by prospective losses. Lusardi  (2015), 

Avoid selling shares that have diminished 

value. 

Asaad (2015) 

Willingly remain in risky stock position, 

hoping a bounce in price. 

Faulkner (2015) 

Previous loss increases averseness to risk. Almenberg (2015) 

Regret Bias Avoid selling a stock due to regret of bad 

investment. 

Agarwal,   Amromin et al., 

(2015), 
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Behavioral 

Factors (BF) 

Items Authors (Year) 

Klapper, Lusardi  & Panos 

(2013),  

Regret when a stock you considered buying 

didn’t increase in value. 

Musundi  (2014) 

 Buy only stocks that everyone else is buying.  Cutler (2013) 

Mental 

Accounting 

Hesitate to sell an investment which fell from 

monstrous gains to modest gains 

Klapper, Lusardi & Panos 

(2013),  

During bullish market getting accustomed to 

healthy gains. 

 Faulkner (2015),  

Hesitant to sell at the smaller profit margin.  Aren & Zengin (2016) 

Wait for the return of the gainful period to sell 

your stock. 

Musundi  (2014) 

Source: Authors Compilation  

The related Hypothesis is:  

H1a: Behavioural factors directly influence financial literacy. 

H1b: Behavioural factors are significant determinant of investment decisions. 

Socio-Economic Factors (SF) 

Next it becomes important to examine how socio- economic factors influence 

investment decisions. Socio-economic factors cover market factor, social factor and firm 

factor. The details of these items along with relevant literature are given in Table-2. 

Table 2:  Determinants of Socio-Economic Factors 

Socio-Economic 

Factors (SEF) 

Items Authors (Year) 

Market Factors Price changes in stocks where you intend 

to invest. 

Klapper, Lusardi, & Panos 

(2013)  

Market information is vital for 

investment. 

Mandell & Klein (2009) 

Past trends of stocks induce your 

investment. 

Musundi (2014) 

A track of market changes to help you in 

investment. 

Almenberg (2015) 

Firm Factors Firm’s image before investment. Mandell & Klein (2009) 
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Socio-Economic 

Factors (SEF) 

Items Authors (Year) 

Past investment experiences in firms 

before investment. 

 Jappelli & Padula (2013) 

Concerned about security grading before 

investment. 

 Faulkner (2015), Jayaraj 

(2013) 

Invest in firms which have are socially 

responsible. 

 Musundi (2014) 

Norms and Values of Firms Influences 

investment. 

 Almenberg (2015) 

Firms with environmental & social 

concerns have a higher cost of equities.  

Cutler (2013) 

Social Factors Investment is affected by Social 

Structure. 

Klapper, Lusardi & Panos 

(2013) 

Investment is affected by Religious 

views. 

Lusardi (2015) 

Investment is affected by Political views. Asaad (2015) 

Family structure affects investment 

Behaviour. 

Klapper, Lusardi & Panos 

(2013) 

Family financial budget affects 

investment Behaviour. 

Musundi (2014) 

Source: Authors Compilation  

The related Hypothesis is:  

H2a: Socio-economic factors significantly influence investment decisions of retail 

investors.  

H2b: Socio-economic factors have a positive and significant effect on behavioural 

factors. 

Financial literacy (FL) 

Financial literacy may play an important role in influencing behavioural factors to 

induce investment decisions. Hence it becomes pertinent to examine its role as a 

mediating factor. The item of financial literacy scale along with relevant literature is 

shown through Table-3. 
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Table 3:  Determinants of Financial Literacy 

Financial Literacy (FL) Authors (Year) 

i. Proficient in managing financial future 

investments (Buying insurance) 

Worthington (2006) 

ii. High-risk and high-return investment planning. Agarwal, Amromin et al., (2015) 

iii. Finances are a significant source of 

apprehension. 

Panos (2013) 

iv. Control of financial situation. Almenberg (2015) 

v. Circumvent being victimized by financial 

scams. 

Van Rooij, Lusardi & Alessie (2011) 

vi. Buying good insurance for protect from risks of 

catastrophe. 

 Klapper, Lusardi & Lusardi (2015) 

vii. Financial security by imbibing healthy spending 

habits. 

 Cutler (2013) 

viii. Maintain adequate financial records.  Mandell, L., & Klein (2009) 

ix. Keeping records of income and expenditures.  Almenberg (2015) 

x. Buy insurance products for investment. Jappelli & Padula (2013) 

xi. Possess appropriate information of investment 

alternatives. 

 Cutler (2013) 

xii. Investment alternatives to assist tax planning. Asaad (2015) 

xiii. Possess knowledge to use Bullish and Bearish 

trends for investing and buying /selling of 

stocks. 

 Faulkner (2015) 

xiv. Capable of gauging market trends  Musundi (2014) 

Source: Authors Compilation  

The related Hypothesis is:  

H3a: Financial literacy mediates between behavioural factor and investment 

decisions. 

H3b: Financial literacy have a strong direct significant impact on investment 

decisions. 

Investment Decisions (ID): Investment decisions scale is a formative construct 

covering returns; risk and prior information. 
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Table 4:  Determinants of Investment Decisions 

Investment 

Decisions (ID) 

Items Authors (Year) 

Returns Return rates of current stocks match 

expectancy. 

Faulkner (2015) 

Return rates are higher than the average 

market return rate.  
 Jayaraj (2013) 

Contended by prior year investments.  Van Rooij, Lusardi & Alessie 

(2011) 

Increase in time-horizon enhances ROI. Musundi (2014) 

Risk A good knowledge of how risks 

influence Investments. 

Mandell & Klein (2009) 

Riskier investments yield higher returns. Jappelli & Padula (2013) 

 Reduce risk through portfolio 

diversification. 

Cutler (2013) 

 Invest in stocks having higher Beta 

values. 

Faulkner (2015) 

Prior 

Information 

Information of high rank on listing day 

influences Investment decisions. 

Agarwal, Amromin et. 

al.,(2015) 

Possess how active trading information 

of past influences Investment decisions. 

Asaad (2015), Cutler (2013),  

Acquired knowledge of how market-

capitalization influences Investment 

decisions. 

Jayaraj (2013) 

Source: Authors Compilation  

4. Data Analysis and Results 

SEM-PLS was used to investigate the relation amongst behavioral factors, 

socio-economic factors and investment decisions. Financial literacy has taken as 

a mediating variable in behavioral factors and investment decisions.  

Table 5:  Reliability and Validity Measurement 

 
Items 

Code 

Items 

 

LV 

 

Cronbach's 

Alpha 

CR AVE Square 

Root of 

AVE 

BF 

PF Personal Factor 0.625 

0.846 

 

0.882 

 

 

0.518 

 

 

 

 

0.720 

HF Herding Factor 0.680 

LA Loss Aversion 0.796 

MA Mental Accounting 0.769 

RB Regret Bias 0.677 

120       Bank Parikrama 



 

 
Items 

Code 

Items 

 

LV 

 

Cronbach's 

Alpha 

CR AVE Square 

Root of 

AVE 

O Overconfidence 0.766 

AB Ability Bias 0.710 

FL FL Financial Literacy  1.000 1.000 1.000 1.000 1.000 

ID 

PI Prior Information 0.861 

0.868 0.919 0.791 

 

0.889 RE Return 0.902 

RI Risk 0.905 

SEF 

F Firm 0.839 

0.711 0.839 0.638 

 

0.799 M Market 0.883 

S Social 0.657 
Source: Authors Compilation  

For gauging reliability and validity Cronbach alpha, Composite Reliability 

(CR), Average Variance Extracted (AVE) have been used.  As suggested by 

(Nunnally, 1978) internal consistency is crucial and this has been examined using 

Cronbach alpha. Composite reliability & validity of: Behavioral Factors (BF), 

Investment Decisions (ID) and Socio-economic Factors (SEF) have been 

analysed to see whether they meet the requirements. Table-5 represents the results 

of these tests. In general, the internal consistency of the survey instrument is 

considered as excellent if Cronbach alpha value is greater than 0.90. Range of 

0.80-0.90 is considered as good. Alpha value ranges between 0.70 & 0.80 are 

considered as acceptable and between 0.60 & 0.70 is questionable. Below that 

reflects poor internal consistency.  Internal consistency of SEF is 0.71. For BF 

and ID it lies in the range between 0.80 & 0.90, hence representing good levels. 

According to Hamid et al. (2017) CR value should be greater than 0.70 and AVE 

value should be higher than 0.50. All latent variables have CR 0.70 & AVE 

>0.50. The square root of AVE as per Fornel and Larcker (1981) criteria is also 

justified, hence Discriminant Validity (DV) criteria is also satisfied. This has 

been depicted through table 6. Campbell and Fiske (1959) suggested that 

successful DV range reflects that constructs are different. The criteria suggested 

by Fornell and Larcker (1981) & Heterotrait-Monotrait (HTMT) ratio of 

correlations are acceptable.  
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Table 6: Discriminant Validity Fornell-Larcker Criterion 

 BF FL ID SEF 

Behavioral Factors (BF) 0.720    

Financial Literacy (FL) 0.558 1.000   

Investment decisions (ID) 0.600 0.678 0.889  

Socio economic Factors (SEF) 0.760 0.623 0.712 0.799 

Source: Authors Compilation  

Table 7: Heterotrait-Monotrait (HTMT) Ratio  

  BF FL ID SEF 

Behavioral Factors (BF)     

Financial Literacy (FL) 0.573    

Investment decisions (ID) 0.666 0.724   

Socio economic Factors (SEF) 0.844 0.756 0.886  

Source: Authors Compilation 

Table-6 depicts DV according to Fornell-Larcker criterion. Diagonal values 

of Table-6 depict the square root of AVE. As seen through table in the present 

model there is DV as square root of AVE is more than coefficient, all values are 

in range, hence justified to move ahead with analysis 

The second criteria to check DV is Heterotrait-Monotrait Ratio (HTMT). 

Values approximating 1 indicates a lack of DV.  If the value of the HTMT is more 

than this threshold, one can conclude that there is a lack of discriminant validity. 

Some authors suggest a value of 0.85 (Kline, 2011). Gold et al. (2001) argued 

and proposed a value of 0.90. According to HTMT ratio, DV criteria is justified, 

as no value is greater than 0.90.  
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Table 8: VIF Values 

Inner VIF Values FL ID Outer VIF Values 

Behavioral factors 1.000 2.286  VIF  VIF 

Financial Literacy  1.709 AB 1.903 FL 1.000 

Investment decisions   PF 1.387 M 1.781 

Socio economic Factors  2.586 RB 1.721 S 1.205 
   

HF 1.853 F 1.667 

LA 2.294 RE 2.646 

O 2.499 RI 2.853 

MA 1.683 PI 1.881 

Source: Authors Compilation  

Table-8 indicates inner & outer Variance Inflation Factor (VIF) used for 

gauging whether there is multi-collinearity among variables. Values beyong 10 

states suggest criticality of problem (Neter et al., 1989; Kennedy, 1992; Hair et 

al., 1995 and Marquardt, 1970). Some suggest (Hocking and Pendelton 1983; 

Craney and Surles 2002) have recommended a value less than 3. All values of 

VIF are lower than threshold limit. 

Figure 2: Structural Model 
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Figure 3: Bootstrapping Model 

 

Table 9: Outer Model 

 
Original 

Sample 

(O) 

Sample Mean 

(M) 

Standard Error 

(STERR) 

T-Statistics 

(|O/STERR|) 

P-

Values 

AB <- BF 0.710 0.707 0.029 24.755 0.000*** 

F <- SEF 0.839 0.837 0.016 53.851 0.000*** 

HF <- BF 0.680 0.678 0.032 21.000 0.000*** 

LA <- BF 0.796 0.796 0.018 43.661 0.000*** 

M <- SEF 0.883 0.884 0.009 102.674 0.000*** 

MA <- BF 0.769 0.770 0.017 44.424 0.000*** 

O <- BF 0.766 0.762 0.026 29.218 0.000*** 

PF <- BF 0.625 0.623 0.036 17.201 0.000*** 

PI <- ID 0.861 0.861 0.015 57.394 0.000*** 

RB <- BF 0.677 0.674 0.051 13.291 0.000*** 

RE <- ID 0.902 0.903 0.012 76.292 0.000*** 

RI <- ID 0.905 0.903 0.010 92.960 0.000*** 

S <- SEF 0.657 0.654 0.043 15.275 0.000*** 

Source: Authors compilation  
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Table 10: Path Coefficients of Model 

 
Original 

Sample 

(O) 

Sample Mean 

(M) 

Standard Error 

(STERR) 

T Statistics 

(|O/STERR|) 

P Values 

BF -> FL 0.558 0.558 0.038 14.879 0.000*** 

BF -> ID 0.063 0.062 0.052 1.211 0.227 

FL -> ID 0.374 0.379 0.045 8.348 0.000*** 

SEF-> BF 0.760 0.762 0.018 43.350 0.000*** 

SEF-> ID 0.431 0.428 0.057 7.545 0.000*** 

 R Square R Square Adjusted 

BF 0.578 0.577 

FL 0.312 0.310 

ID 0.598 0.596 

Source: Authors compilation  

The results of path analysis have been presented through Figure-2, Figure-3 

and Table- 10.  It was pertinent to check whether financial literacy acts as a 

mediating variable between BF & ID. BF reflects direct significant impact on ID 

as seen through t-statistics (1.211) and p-value (0.227) higher than 0.05. Results 

highlight that BF show significant positive impact on the financial literacy as t-

statistics (14.879) which is much higher than 2.58 and p value<0.01. Since BF 

are not directly significantly related with ID, but BF influence increases and is 

significant with mediation of FL. In nutshell, behavioral factors indirectly 

influence ID through FL. 

SEF emerged as the important factor influencing BF and ID. T-statistics of 

this factor is 43.350 & 7.545 and p-value<0.01. It reflects that SEF have 

significant impact on BF & ID. Hypothesis formulated earlier hold true that 

socio-economic factors significantly influence behavioral factors and investment 

decisions has been empirically supported. 

FL significantly effects ID, as divulged from the t-statistics (8.348) and 

corresponding p-value less than 0.01. The hypothesis that financial literacy has a 

positive impact on investment decisions has been empirically supported 

The value of R-square is 0.598 for investment decisions. It means all three 

explanatory factors (Socio-Economic Factors, Behavioural factors & Financial 
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literacy) explain 59.8% of variance of dependent variable i.e., investment 

decisions. The adjusted R- square (0.596) of model is also good.  

Table 11: Status of Hypothesis 

Sr. No. Hypothesis Status 

01. H1a: Behavioural factors directly influence financial literacy. Accepted 

02. H1b: Behavioural factors are significant determinant of investment 

decisions. 

Rejected 

03. H2a: Socio-economic factors significantly influence investment 

decisions of retail investors.  

Accepted 

04. H2b: Socio-economic factors have a positive and significant effect on 

behavioural factors. 

Accepted 

05. H3a: Financial literacy mediates between behavioural factor and 

investment decisions. 

Accepted 

06. H3b: Financial literacy have a strong significant impact on 

investment decisions. 

Accepted 

Source: Authors compilation  

There is a little deviation from the proposed model, as behavioral factors 

were expected to be significant direct determinant of investment decision. But in 

the present model, these factors are showing indirect affect through mediation of 

FL. Socio economic factors are also found to be significant. So, the formulated 

hypotheses except one that behavioral factors have significant direct impact on 

ID have been empirically supported. 

5. Conclusion & Discussion 

The current study uses primary data collected from retail investors. The main 

objective was to investigate the impact of behavioral and socio-economic factors 

along with financial literacy on the investment decisions. Behavioral factors 

considered cover: personal factors, herding factors, overconfidence, ability bias, 

loss aversion, regret bias and mental accounting) was computed. Socio-economic 

factors include: market, firm and social factors influencing retail investors’ 

investment decisions average was computed. Returns, risk & prior information 

are the major factors influencing investment decisions as observed from the 

previous studies. Financial literacy, socio-economic factors have a positive and 

significant impact on investment decisions as highlighted earlier. BF indirectly 
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influence ID of Indian retail investors. Adjusted R-Square is 0.599 representing 

that the predictors explain 59.9 per cent of variation in ID. 

Earlier studies have supported the impact of SEF on ID, like Nagy et.al. 

(1994), opined that individual investor behavior is influenced by accounting 

information. Lodhi (2014) also indicated that FL & accounting information 

assisted in investing in risky instruments. The results underline that technical 

knowledge also influence FL. Zeljko et. al. (2007) indicated that they were 

anxious about fundamental & technical analysis. The findings suggest that ID is 

influenced by risk analytics, prior information and return analytics. As pointed 

by Heshmat, (2012) investors preferred to own stocks where they had knowledge, 

thus FL is of vital importance and will encourage investors to widen their 

portfolio and consider risky investment too. 

6. Implications of the Study 

This study will assist the potential investors and help them into maximizing 

returns, reduce risks by focusing on factors highlighted in the study. The study 

will help banks and financial institutions to frame policies to enhance FL levels. 

The study has pointed to improved impact of BF on ID if FL is taken as mediating 

variables. The research underlines that government and other authorities need to 

frame policies and initiate programs to promote FL. A financially learned and 

literate investor will be able to widen his investment, will try to invest in bonds 

and debentures and will assist in increasing growth.  
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Abstract 

The paper assesses the effect of volatility in oil prices on the stock returns of some major oil-exporting 

economies. The study uses time-series data of oil prices and stock index returns of oil-exporting economies, 

namely, Canada, Mexico and Brazil, from 2007 to 2019 to examine this relationship between oil price 

movements and stock returns of oil-exporting economies. The dynamic ordinary least square regression 

method is applied to test the relationship. The study results indicate a significant and positive impact of oil 

price movements on stock index returns of oil-exporting economies. The results can be beneficial for 

domestic and foreign investors in deciding their timings for entry and exit in the stock markets of oil-

exporting economies depending on the volatility of oil prices.  
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I. Introduction  

Oil is one of the crucial raw materials used for production by any economy, 

industrial or agricultural. Oil price volatility may disturb the overall cost of 

production, which in turn may affect various macroeconomic variables, including 

output in an economy (Hamilton, 1983, 1996, 2003, 2004; Lee, Ni and Ratti, 

1995; Mork, Olsen and Mysen, 1994; Ratti and Vespignani, 2016; Barsky and 

Kilian, 2004). In some sectors where oil is used as one of the main raw materials 

in production, as production costs rise (due to increased oil prices), overall output 

and income reduce. This might affect consumers spending, both consumption and 

investment, which reduces the overall demand and output of the economy 

(Joskow, Bohi, and Gollop, 1989). Almost all oil-importing economies have 

witnessed the above mechanism. Research has also been conducted on the impact 

of a rise in oil price on the macroeconomic variables of oil-exporting economies 
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(Jimenez-Rodriguez and Sanchez, 2005; Sachs and Warner, 2001; Eltony and Al-

Awadi, 2001; Ayadi, 2005 and Berument, Ceylan and Dogan, 2010).  

The impact of oil prices on the stock market is also an interesting topic in 

economics, and such studies have received considerable attention recently. 

Earlier research examining the effect of oil price movements on the stock market 

returns indicates mixed results. Some of the previous studies reflect no 

connection between oil price movements and stock returns, Zhu, Guo, and You 

(2015). The study examines the asymmetric effects of oil price shocks on stock 

returns by utilizing a regime-switching model. The study period is between 1986 

and 2015. On the other hand, some studies indicate a strong relationship between 

the two variables (Coronado, Jiménez-Rodrguez and Rojas, 2018; Narayan, 2019; 

Narayan and Gupta, 2015; Wong and El Massah, 2018. Under the group of 

studies highlighting the existence of a relationship,  there is a set of studies that 

proves positive impact of oil price on stock returns (Yıldırım,  Erdoğan and Çevik 

, 2018; Mishra, Sharif, Khuntia, Meo and Khan, 2019), while other set witnesses 

the negative impact of oil price movement on stock returns (Köse and Ünal, 2019; 

Thorbecke, 2019; Al-hajj, Al-Mulali, and Solarin, 2018; Jones & Kaul, 1996; 

Papapetrou, 2001; El-Sharif, Brown, Burton, Nixon and Russell , 2005; Nandha 

and Faff, 2008; Sadorsky, 1999). There is also research focusing that the impact 

of oil price movement on the stock returns varies from economy to economy. The 

effect is different for the importing economies as compared to the exporting 

economies. Studies say that the stock market returns of oil-importing economies 

are negative to the oil price movements, while the impact is positive on the oil-

exporting economies’ stock returns (Youssef and Mokni, 2019; Cunado and de 

Gracia, 2003; Park and Ratti, 2008; Filis, Degiannakis and Floros, 2011; Wang, 

Wu and Yang, 2013).  

As discussed earlier, higher oil prices result in declining the income and 

wealth of oil-importing economies. The scenario might be different for oil-

exporting economies as they produce oil and sell it. There might be two different 

situations for them. In one situation, as the oil price increases, the suppliers of oil 

generate more income and wealth transferred from the oil importers. If this extra 

income is transmitted by the oil producers (usually governments) to their 
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economies by buying products and services in their nation, it will result in 

enhancing the overall output, income and demand in the domestic economy. The 

increased income due to oil prices rise can also lead to more business and 

investment opportunities within the oil-exporting economies. However, such 

economic activities may result in higher inflation. The other situation may be 

entirely different. As the oil price rises, the oil-importing economies face 

recessionary pressure and may reduce their demand for other goods and services 

from the oil-exporting economies. If any oil-exporting economy has a vast export 

sector, this reaction of oil-importing economies may cause unfavourable 

conditions for the oil-exporting economy.  Although, in the literature, there is no 

concrete proof that establishes any of the relationships mentioned above. It has 

been empirically seen that one of the oil-exporting economies, Norway, has 

witnessed a similar experience (the first situation) at the time of the rise in oil 

price. Norway was a beneficiary with greater wealth generation and increased 

macroeconomic variables during a higher oil price regime for a long period.  But 

some oil-exporting economies like the U.K. and Canada behaved more like oil-

importing economies, with decreased output on increased oil prices (Jimenez, 

Rodriguez and Sanchez, 2005 and Bjornland 1998, 2000).  The investigation can 

be expanded further. 

Inspired by the complicated pattern of oil price movements and its time-

varying impact on the stock market returns in recent years, this study, therefore, 

focuses on examining the oil price impact on the movements on one of the 

macroeconomic variables, returns of stock market index for the oil-exporting 

economies of the world namely, Canada, Mexico and Brazil for the period 2007-

2019. The remaining paper is structured as follows: the next section gives the 

background for undertaking the study (Section-II) review of the literature 

(Section-III) followed by objectives and hypotheses (Section-IV), followed by 

methodological issues involved, which also includes events used in the study, 

data description and preliminary test applied on data used (Section-V). Section-

VI represents findings and analysis of the results, Section-VII represents policy 

implications and Section VIII gives the conclusion. 
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II. Background of the Study 

From the review of literature, a hypothesis can be revealed that oil prices 

have a substantial role in determining the stock returns of oil-exporting countries. 

Oil-exporting countries are highly dependent on the proceeds realized by 

exporting oil. Due to high volatility in oil prices, the impact on linked industries 

is far-reaching. The top oil-exporting nations are illustrated in Table-I. 

Table I: Top Exporters of Oil (Billion US Dollar) 

Exporters 2014 2015 2016 2017 2018 

Saudi Arabia 2505.23 1297.46 1119.68 1336.23 - 

Russian Federation 1538.88 895.76 736.76 933.06 1290.49 

Iraq 841.30 529.68 463.14 650.28 917.84 

Canada 881.20 501.90 394.86 539.99 669.16 

Iran, Islamic Republic of 389.38 192.57 350.74 471.86 508.23 

United Arab Emirates 720.72 337.87 329.99 461.18 584.17 

Kuwait 692.98 341.43 306.95 381.52 517.27 

Nigeria 723.66 343.83 269.18 329.65 435.60 

Angola 564.40 313.94 255.78 310.57 365.39 

Kazakhstan 536.27 267.73 193.78 265.84 377.96 

Norway 462.55 253.52 228.32 258.75 332.93 

Venezuela, Bolivarian 

Republic of 

538.27 279.35 204.94 246.84 263.80 

United States of America 123.09 87.69 94.62 225.02 482.62 

Mexico 356.38 184.51 155.82 199.30 264.83 

United Kingdom 288.57 161.93 131.87 191.45 248.58 

Brazil 163.57 117.81 100.74 166.25 251.31 
Source: U.N. Comtrade 

From Table-I, it is seen that the top oil-exporting countries in the world are 

mainly countries in the Gulf region and Africa, along with Canada, Brazil, 

Mexico, U.S. and U.K. For the present study, Canada, Brazil and Mexico have 

been selected due to the inadequate accessibility of data and well-developed stock 

markets. Another key reason for selecting these three countries is the size of GDP 

and total exports. As the study focuses on developing a relationship between oil 

imports and oil stock returns, it is essential to select countries with a growing base 

of GDP and exports. Figure-I specifies stock market indices return of Canada 

stock exchange, Brazil stock market and Mexico stock market of oil-exporting 

economies.  
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Figure I: Stock Indices Return of the Oil-exporting Countries 

 
      Source: Data accessed from country specific stock exchanges 

Oil prices for the selected years indicate volatility (Figure-II).  In 2008, due 

to the sub-prime crisis, oil prices fell and gained momentum in 2009 but 

witnessed a fall from 2010-2016. Even after 2016, oil prices have been quite 

volatile.  

Figure II: Oil Price in U.S. $/barrel 

 
Source: Data accessed from Brent Crude Prices accessed from 

https://www.indexmundi.com/commodities/?commodity=crude-oil-brent&months=120&currency=eur 

As per the present review of literature, significant variables which may affect 

stock market returns are Gross Domestic Product, inflation, and exports.                       

The trend in GDP of the selected countries from 2007-2019 is as indicated in 

Figure-III.  
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Figure III: The Trend of GDP of Three Selected Countries (Average) 

 
         Source: Federal Reserve Economic Data 

The movements in inflation and exports can be seen in Figure-IV and       

Figure-V, respectively. It is seen that inflation in Brazil and Mexico rose, but it 

has been stable in Canada.  In the case of exports, Mexico's exports rose at a 

higher rate as compared to Brazil. In Canada, the export trends have been stable. 

Figure IV: Inflation (Average) 

 
         Source: ‘Federal Reserve Economic Data” 
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Figure V: Exports (Average) 

 
Source: “Federal Reserve Economic Data” 

Thus, the trends in selected parameters, motivate the authors to analyse the 

relationship between the oil prices and stock returns.  

III. Review of Literature 

As compared to the numerous studies conducted on investigating the 

relationship between oil price fluctuations and macroeconomic variables 

(Olomola and Adejumo, 2006, Akpan, 2009, Aliyu, 2011, Chukwu, 2011), the 

studies on examining the effect of oil price shocks on financial markets, 

especially the equity markets are relatively few (Zhang, 2017; Maghyereh, 

Awartani and Bouri, 2016; Broadstock and Filis, 2014; Kang, Ratti and Yoon, 

2015; Sadorsky, 1999; Kang and Ratti, 2015; Jones and Kaul, 1996). The 

approach used by Kang and Ratti, 2015 and Kang, Ratti and Yoon, 2015 is the 

time-varying VAR model. Moreover, the literature available to investigate the 

relationship between oil shocks and stock returns is not conclusive (Coronado et 

al., 2018). There are three major strands of this literature. Some of the studies 

suggest a significant relationship between the two variables indicating that oil 

price movements have a significant negative effect on stock returns (Bani and 

Ramli, 2019; Elian and Kisswani, 2018; Sharma, Giri, Vardhan, Surange, Shetty 

and Shetty, 2018; Diaz, Molero and de Gracia, 2016; Ekong and Ebong, 2016; 

Jebran, Chen, Saeed and Zeb, 2017; Miller and Ratti, 2009; Echchabi and Azouzi, 

2017; Park and Ratti, 2008; Driesprong, Jacobsen and Maat, 2008). Sadorsky 
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(1999) and Papapetrou (2001) were the two researchers who added knowledge to 

the oil shocks study. They concluded that higher oil price increases the overall 

cost of production, which cannot be transferred to the customers all the time, so 

eventually, it results in decreased earnings reflected in the stock prices and 

returns. In similar research conducted by Jones and Kaul (1996) suggested that 

oil price movements have a significant negative effect on the stock returns of 

these economies. In another study, dynamic relationships between stock markets, 

exchange rates and gold prices are studied, and the findings highlight that oil 

prices negatively impact the stock prices, Singhal, Choudhary and Biswal (2019). 

Rahman and Serletis (2019) conduct a similar study on U.S. high-frequency data. 

The results witness that the oil price shocks have a significant negative impact on 

stock market returns. 

In a study by Basher and Sadorsky (2006), 21 emerging economies were 

examined to analyze the effect of oil shocks on the aggregate stock market 

returns. The data used was daily, weekly and monthly for 13 years from 1992 to 

2005. They also suggested an impact of oil shocks on the stock returns of 

emerging stock markets. In another study, a similar relationship was investigated 

by Park and Ratti (2008), analyzing the effect of oil shocks on aggregate stock 

returns was analyzed using monthly data of crude oil and stock returns for almost 

20 years till 2005. The results indicated a significant effect on stock returns. A 

study conducted by Basher, Haug and Sadorsky (2012) on the effect of oil price 

fluctuations on the emerging stock markets' returns suggested that the stock prices 

are negatively impacted. 

The second strand throws light that stock returns and oil shocks have a 

positive relationship (Sakaki, 2019; Wang et al., 2013; Mohanty, Nandha, 

Turkistani and Alaitani, 2011; Hammoudeh and Aleisa, 2004; Kang and Ratti, 

2013; Narayan and Sharma, 2011). In a study by Sakaki (2019) on the ten S&P 

500 sectoral indices, a positive relationship between stock returns and oil shocks 

is evident. El-Sharif et al. (2005) studied the United Kingdom stock market 

returns from 1989 to 2001 and witnessed similar results. In research by 

Hammoudeh and Aleisa (2004), the same relationship was studied for GCC 

counties and the results indicated positive influence of one variable on the other 
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except for Saudi Arabia. In another similar research conducted in Australian 

market, a positive significant impact was seen not only on the oil and gas sector 

but other sectors too, Faff and Brailsford (1999). A study of the U.S. economy 

showed dissimilar positive significant oil price sensitivity on the two major stock 

indices, oil and transportation, Hammoudeh and Li (2005). One more result was 

highlighted in the results. The oil sector came out to be the most sensitive sector 

among all. Research by Narayan and Sharma (2011) contradicted the study. They 

suggested that the positive effect of oil price movement was proved only on 

energy and transportation, whereas all other sectors showed a negative effect of 

oil shocks on their stock returns. 

In a similar study on the U.K. stock returns, the impact of oil prices was 

positively significant on the oil and gas industry, El Sharif et al. (, 2005). A new 

insight came out from massive research of 35 global sector indices that oil shocks 

positively impact only the oil and gas sector whereas all other sectors have a 

negative impact of oil shocks, Nandha and Faff (2008). While the last strand of 

the literature shows no substantial influence of oil shocks on returns of the stock 

(Henriques and Sadorsky, 2008; Le and Chang, 2015; Sukcharoen, Zohrabyan, 

Leatham and Wu, 2014; Reboredo and Rivera-Castro, 2014; Apergis and Miller, 

2009; Chen, Roll and Ross, 1986 and Wei, 2003). In their research, Huang, 

Masulis and Stoll (1996) tried to analyze the relationship between oil futures 

prices and stock returns in the U.S., and they suggested that prices are not linked 

with returns of the stock, except for returns of the oil sector. In another research 

by Reboredo and Rivera-Castro, 2014, wavelet multi-resolution analysis is 

utilized to investigate the similar relationship and results highlight no significant 

impact of oil price fluctuations on the U.S. stock prices. Similarly, Hammoudeh 

and Choi (2006) tried to investigate the impact of oil price movements on equity 

stock returns in GCC economies. Their results also supported the same theory. 

IV. Objectives and Hypotheses 

After going through the literature on oil shocks, it can be concluded that there 

are contradictory theories on the effect of oil shocks on stock returns. There exist 

research gaps as some studies show a positive impact; some show a negative 

impact, and others show no impact on the stock returns. It is also reflected from 
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the previous studies that the impact of oil shocks may be different for different 

sectors within certain economies. Some sectors like oil and gas positively impact 

oil price movements, while some sectors negatively impact oil shocks. Lastly, 

one more hypothesis that is revealed is that the relationship between oil shocks 

and equity returns is different for oil-importing and oil-exporting economies, 

Driesprong et al. (2008). They witnessed that oil price movement positively 

impacts oil-exporting economies while it harms oil-importing economies. Thus, 

from the research gaps enumerated, the objective of the present paper is to 

analyze the impact of oil price shocks on selected oil-exporting economies' stock 

market index returns.  

V.  Methodological Issues Involved  

The present study examines the cause and impact of the relationship between 

oil prices and stock returns in top oil-exporting countries, i.e. Canada, Mexico 

and Brazil, for the time period 2007-2019. The independent variable is oil price, 

while the dependent variable is stock index return. Based on the review of 

literature, the controlled variables are exports, inflation and GDP. The data 

collected for the study is monthly time series for the selected variables. The 

source of data for oil prices is Brent Crude prices, stock market returns have been 

collected from official websites of stock markets, namely Bovespa (Brazil Stock 

Exchange), Mexican Bolsa (Mexican Stock Exchange) and Toronto Stock 

Exchange (Canada). The monthly data for GDP, Exports, and Inflation has been 

collected from “Federal Reserve Economic Database” by Federal Reserve.  

The association between the study variables are reflected below is: 

lnStock= β0 + β1lnOilprice + β2lnEXP + β3lnGDP + β4Inf + ε ---- (1) 

Where Oil price refers to oil price, the stock refers stock market index 

returns, GDP refers to Gross Domestic Product, Inf represents monthly CPI and 

EXP are the exports.   

Through panel root tests, the data is checked for stationarity, as non-

stationary data may give spurious results.  
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Panerl cointegration tests are applied to check the level of cointegration, as 

long run equilibrium may exist.  

The model represented in equation (2) takes into consideration sector-

specific factors. 

𝑌𝑖𝑡 =  𝛽1𝑋𝑖𝑡 +  𝛽2𝑍𝑖𝑡 + 𝜂𝑖 +∈𝑖-----------------------------------(2) 

Where Y is the dependent variable, X and Z are independent variables for N 

units and T time period. Thus, the total number of observations is N times T. 

Dynamic Ordinary Least Squares regression is applied as it takes care of small 

sample bias and endogeneity bias by taking the leads and lags of the first-

differenced regressors (Masih and Masih 1996).  

The dynamic linear regression model can be reparameterized as equation (6) 

∆𝑌𝑖𝑡 =  𝛽0𝑋𝑖𝑡 +  𝛽1𝑋𝑖𝑡−1 + 𝛽𝑘𝑋𝑡𝑘−1 +∈𝑡----------------------(3) 

The dynamic model incorporates lagged variables in order to detect better results. 

VI. Findings and Analysis  

To assess the basic feature of the data, descriptive statistics are depicted 

(Table-II). The selected variables are normally distributed, as can be seen from 

the mean and median values. The values for each of the variable is as per the 

explanation stated in Data and Methodology section.  

Table II: Descriptive Statistics (Monthly Data from 2007-2019) 

 Oil Prices Stock Market Index GDP INF EXP 

Mean 1.85 2.84 2.00 1.95 10.41 

Median 1.87 2.88 2.00 1.96 10.47 

Maximum 2.12 4.08 2.01 2.07 10.64 

Minimum 1.48 0.41 1.98 1.78 10.06 

Std. Dev. 0.142 0.61 0.005 0.06 0.14 

Skewness -0.38 -0.55 -0.82 -0.62 -0.50 

Kurtosis 2.17 3.08 3.46 2.79 1.97 

Jarque-Bera 22.65 22.57 53.44 28.89 36.82 

Probability 0.000 0.000 0.000 0.000 0.000 
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Stationarity test is applied on the log-transformed data and the findings 

reflect that they are non-stationary at both level as well as the first difference level 

(Refer Table-III). 

Table III: Summary of Panel Root Test 

Variables Level Levin, Li and Chu t-test for common unit root 

Oil prices 

Level 0.19 

(0.57) 

First Diff -7.27** 

(0.0000) 

Stock Market Index 

Level 0.016 

(0.50) 

First Diff 14.41 

(1.0000) 

GDP 

Level 1.259 

(0.891) 

First Diff 3.23 

(0.999) 

Exports 

Level -0.643 

(0.259) 

First Diff -2.19* 

(0.014) 

Inflation 

Level -0.759 

(0.223) 

First Diff -5.14** 

(0.0000) 

Notes: *Significant at 5 % level of significance, **Significant at 1 % level of significance 

Thus, due to non-stationarity, panel cointegration has to be checked through 

Pedroni Panel cointegration test and the results suggest cointegration between the 

variables, as shown in Table-IV below. 

Table IV: Pedroni Panel Cointegration Test 

Statistic Stat Probability 

Panel v Statistic 4.95 0.000** 

Panel rho Statistic -4.28 0.000** 

Panel PP Statistic -3.86 0.000** 

Panel ADF Statistic -2.59 0.000** 

      Notes: *Significant at 5 % level of significance, **Significant at 1 % level of significance 
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Thus, use of dynamic panel least squares to equation (1) to estimate the 

relationship between the variables is suggestive (Kushwah & Siddiqui, 2020; 

Masih and Masih, 1996). The impact of oil prices on stock index returns are 

reflected in the regression results in Table-V. 

Table V: Panel Least Squares Results for Impact on Oil Stock Returns) 

Notes: *Significant at 5 % level of significance, **Significant at 1 % level of significance 

 

R-squared 0.45 

Adjusted R-squared 0.389 

The results highlight a significant positive impact of oil prices on stock index 

returns, while GDP exerts a significant and negative impact on stock index 

returns. The R squared value indicates 45% accuracy. Granger Causality test is 

applied as indicated in Table-VI.  

Table VI: Granger Causality Test 

Null Hypothesis F-statistic Prob. 

Inflation does not cause Stock Returns 8.808 0.0002*** 

Stock returns do not cause Inflation 4.718 0.0094*** 

Exports do not cause Stock Returns 34.688 1.E-14*** 

Stock returns do not cause Exports 3.755 0.024** 

Notes: *Significant at 5 % level of significance, **Significant at 1 % level of significance, *** Significant 

at 10 % level of significance 

As per the Granger causality test, it is seen that causality runs from Oil prices 

and GDP to exports. In contrast, causality is two ways for exports, oil prices and 

oil stock returns. 

Variable Coefficient Std. Error t-statistic Prob. 

Oil Prices 0.486 0.236 2.058 0.04* 

GDP -19.01 6.425 -2.959 0.003** 

Inflation -0.39 0.637 0.274 0.539 

Exports 0.174 0.636 -0.613 0.783 
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The current study’s literature indicates mixed results. Not many studies have 

been conducted similar to the current study where the impact of oil shocks is 

studied for oil-exporting economies. The results of our study are in line with that 

of Hammoudeh and Aleisa (2004), who studied the same relationship for five 

GCC counties, and the results indicated that there is a positive relationship 

between oil price changes and stock returns for the rest of the countries except 

for Saudi Arabia. The current results are also similar to that of Faff and Brailsford 

(1999), who conducted a study on the Australian oil market and found a positive 

impact of oil shocks on the stock returns of oil and natural gas and all the sectors 

of the Australian economy. Another study conducted in the U.K. economy 

supports our results. The impact of oil prices was positively significant on the oil 

and gas industry, El Sharif et al. (2005). The results are also in line with that of 

Nandha and Faff (2008). It also indicates that volatility in oil prices leads to 

volatility in stock returns of the selected economies (especially oil-exporting 

economies). It may be because of two factors, macroeconomic and 

microeconomic. Firstly, the decentralization of oil prices by most of the 

economies in the world may have played its role. Earlier, under the centralized 

system, oil prices were controlled and managed by the nation's regulators and 

government. But after the decentralization of oil prices, the price movement is 

purely dependent on the demand and supply process.  A rise in oil prices may 

lead to a rise in foreign exchange received by the exporting countries which when 

transferred by the government in the domestic economy may impact GDP and 

exports positively and limit inflation. So, the fluctuations are transferred to the 

macroeconomic indicators of the economy like GDP, inflation and exports. On 

the microeconomic front, it affects firms' profitability due to the rise in the supply 

of oil and profit margins Profit margins further lead to rise in net worth and stock 

prices of firms resulting in rise in stock returns. 

VII. Policy Implications 

The current study has tried to analyze the impact of oil price movements on 

stock index returns of oil-exporting economies only, one of the crucial 

macroeconomic variables and the findings suggest that rise in oil price has a 

positive impact on the variable, stock index return. The results directly affect the 

investment decision of capital market investors who may use these findings to 
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construct their portfolio comprising of equity or related financial instruments of 

oil-exporting economies.  

VIII. Conclusion  

Higher economic growth is desired across all nations in the years to come. 

This phenomenon is directly related to the growth in oil demand. This may lead 

to fluctuations in oil prices. The impact of such oil fluctuations has been 

witnessed in the past by all the world economies, both at macro and micro levels. 

Literature on oil price effect study shows mixed results. Some studies indicated a 

positive impact of oil price rise on macroeconomic variables (Hammoudeh and 

Aleisa, 2004; Faff and Brailsford, 1999; Nandha and Faff, 2008). On the other 

hand, some studies show a negative impact on these variables (Park and Ratti, 

2008; Driesprong et al., 2008; and Miller and Ratti, 2009). It can be concluded 

from the study that as the demand for oil increases, oil prices may rise, which in 

turn will increase stock market returns of oil-exporting economies.  

A major limitation of the paper is that all the industries within a country are 

not affected in the same manner and the same direction by the change in oil prices. 

Therefore, stock returns of the individual firm and industry sector within a given 

country are worthy of investigation to provide new insight. For future work, 

examining the time-series relation between oil price and stock return of individual 

countries can be explored. 
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